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r disaster-resilient backbones

Software-Defined Networking (SDN) architecture
decouples the network control and forwarding
functions enabling the network control to become Ou rcu rrent a pproach
directly programmable and the underlying

infrastructure to be abstracted for applications and
network services. The OpenFlow™ protocol is a
foundational element for building SDN solutions.
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Network Operating system (NOS) has a global view of the network f(Map)

Performance evaluation examples

Example 1: We investigate the latencies between controllers and switches in order to find the appropriate number and
locations of controllers
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Method: Assuming all SDN/OpenFlow devices are deployed on SINET3, the number of controller is varied from one to four. All
possible locations of controllers are investigated, and the optimal values are revealed. The details of latency metrics are in *.

SINET3 is the Japanese Research and Education .
Network, operated by NIl The topology from In term of latency, one controller is enough for the SINET3
http://www.topology-zoo.org/

* Kien Nguyen, Quang Tran Minh, and Shigeki Yamada. “A Software-Defined Networking approach for Disaster-Resilient WANs”, Proc. Of PMECT 2013 (accepted)).
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