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Property of the solutions of least squares problems

min [|b — Az||, For example...
zcR"

where A € R™*" is “large”, i.e., find & which minimizes ||b — Az||,,

or min

min

e To determine the 3-D structure of protein molecules

e To determine the inner constitution of the earth from

I [

H— | A } * nonzero element the analysis of seismic waves
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WHY DO WE STUDY ?

e To develop faster, more accurate, and more efficient methods for

solving least squares problems
e To solve larger and larger, more and more ill-conditioned problems
e Theoretical understanding of the properties of the solvers

ITERATIVE METHOD

( Iterative methods have advantages for large, sparse problems
The process is described as

1. Choose the initial solution ag X k1
2. For j=1,2,..., Do input £*) — [ update | — output z*+1
3. Update x; with an algorithm repeat |

4. EndDo
We should choose or have to develop better algorithms to achieve faster, more robust, and more accurate convergence

Krylov subspace iterative methods for linear systems use
Km(A, o) = span {’I'(), Arg,..., Am_l'l'()} for A € R™*™ and initial residual 79 = b — Axg
e The generalized minimal residual (GMRES) method minimizes ||b — Az||, over the subspace
span {v1,v2,...,Vk} = Km(A,1rg), where (vjq1,v;) =0fori=1,2,...,j and (vj41,vj41) = 1
\ e The conjugate gradient method for least squares problems (CGLS) applies the CG method to AT Az = ATb

W 4

J

\

/ NUMERICAL EXPERIMENTS

( Table 1: Information of the matrices
Problem m n nnz dens.[%] rank K(A)
Maragal 6 || 21,251 | 10,144 537,694 0.25 | 8,331 | 2.91 x 10°
Maragal-8 || 60,845 | 33,093 | 1,308,415 0-06 - -
100 T 100 . .
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\ Figure 1: Convergence history of the relative residuals for Maragal 6 and 8
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PRECONDITIONING

Iterative methods need good preconditioners to achieve a better convergence and less storage requirement
e Robust Incomplete Factorization by Benzi and Tuma (2003)

Preconditioners such as e Generalized Approximate Inverse by Cui and Hayami (2009)
e Incomplete Givens Orthogonalization by Yin and Hayami (2009)

for least squares problems make improvements in convergence

5. Choose xg and compute ro = b — Axg 1. Choose xy and compute ro = b — Az
Roughly solve AT Az = ATrq to obtain z ~ zy = Bry 2. Roughly solve AT Az = ATrq to obtain z ~ 7y = Br,
by using an inner iteration by using an inner iteration
3. Po =Zo,80=AT1‘0,’}/0: (807Z0) 3. ﬂ: HiOHL'Ul :f'o/ﬁ
4. For 7=0,1,2,..., Do 4. For j=1,2,...,k Do
5. q;=Ap; 5. Roughly solve AT Az = AT Av; to obtain z ~ w; = BAv;
f’;' 4= ’YJ'/(qi a)) by using an inner iteration
. Tjy1 =X+ a;p; o .
8. 17 AT (b~ A1) 2/ ATrolls < ¢ , then stop o F"i’;?jl(ﬁi';)jsﬁ Do
9. T =7 = a;q; S we—w
10, i1 = ATri i j — Mhi,j0i
Roughly solve AT Az = ATrj1 to obtain z ~ Zj11 = Brj1 9. EndDo
by using an inner-iteration 10 hjpr; = llws
12. 41 = (841, Zj41) Mo v =wy/hisng . . :
18, Bi =741/ 12.  Find y € R? that minimizes n;Rg |Ber — Hjyll2 = n’eule |1 B7j]|2
14.  pji1=Zjq1 +Bip; 13, @ =x0+ [v1,09,...,0;]y; Y Y
15. EndDo 14, If ||AT(b— Az;)|]2/|ATro|2 < €, then stop
15. EndDo
16. ¢y =z, and go to 2

Framework of proposed preconditioning techniques: Inner-outer iteration method

inner-iteration preconditioning T £ TR
gorithm - metho

w® —[update |— wk+D update 1. Choose (0 € R»
Algorithm 3 Cimmino-NR method Topoat 2. r=b— Az

1. Choose z(© ¢ R™ 3. For k=0,1,2, ..., Do
2. 70 = p— Az 4. Fori=1,2,...,n, Do
3. Fork:O,l,...,DoD 5 5§’“>:w(|7‘f_i£%’)

. Fori=1,2,...,n Yo (kY
é. ) _ 100 ey 6. a2t =z 4P
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7. ) = ) 4 g 3 mae
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9. EndDo Here, w is an acceleration parameter

Table 1: Rank deficient cases for € = 1076
Method CGLS
Cimm.-NR
Maragal_6 11,645 11,843(1 s 1,817 1,814 318(6
62.44 58.03(102) 76.90(0.3) 31.38(1.1) 79.28 101.38(10") 27.62(0.4) * 10.12(1.5)
Maragal_8 732,583 630, 204 726,187(1) 41,516(1) | > 5,000 > 5,000 3,122(6) 969(6)
12117.87 | 12251.78(10%) | 14627.75(1.0) | 1416.05(1.0) 1812.42 | 2333.23(10%) | 815.69(0.2) | * 125.55(1.2)
first row: number of outer iterations (number of inner iterations)
second row: computation time [seconds] (best parameter)
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Figure 2: Number of iterations and computation time for Maragal 8 with various parameters

WHAT WILL THIS RESEARCH ACCOMPLISH IN THE NEXT 10 YEARS ?

The property of the solvers for least squares problems will be sufficiently revealed.

They will be widely used with nothing to worry about breakdown and slow convergence.
Massively parallel computers will employ them to solve dramatically large problems.

With the growing need for solving difficult and complicated problems, our solvers will help

science, engineering, and industry.




