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Papillon 2002 workshop
The third edition of the annual workshop of the Papillon project (July 16-18)

NTCIR Workshop 2001/2002
Conference Reporting the Results of the Third NTCIR Workshop (October 8-10)

New Developments in High-Energy Physics
and Nuclear Fusion Science Resulting from SuperSINET

m Research introduction
« Near Real-Time International Sharing of Remote Sensing Data on the Internet
« Approaches to high speed computing for huge amount of data
« Variational Methods in Image Processing

m NIl Monthly Seminar

20th < July 17,2002 > « Global Research Communication and Academic Journal
from Japan in the field of Physics

« Environment-Adaptive Personal Communications in Ubiquitous
computing Networks

21th<september 18,2002 >« Traffic Control and Congestion Control in IP based Network

« Knowledge Discovery from Very Large Scientific Databases:
“Digital Typhoon” Project as a Case Study

22th < october 16,2002 > « Performance Improvement of Content Delivery over the Internet.

« “The European 6th Framework Program:
Opportunities for International Co-operation”

23th<November 20, 2002> » Protocol Processing Hardware and Its Application
to High Speed Internet Study

« Constraint Programming for User Interfaces
24th<pecember 18,2002> « Research goes back to a patent:

From babble chamber to genomic data processing.
ACM SIGIR Workshop on Cross-Language Information Retrieval: Research Roadmap /
“The Seventh Pacific Rim International Conference on Atrtificial Intelligence (PRICAI-02)” /
Computerm 2002: The Second International Workshop on Computational Terminology /
ADTACARA-2002(The Regional Workshop on Advanced Digital Technology-Assisted
Cultural Artwork Restoration and Archiving, Baku Scientific and Training Centre,
Baku, Azerbaijan 14th-16th October 2002) / “Cyberspace permeating to everyday life” A
Symposium on Cyberspace was held / Massage from Foreign Researcher

The international graduate course at the Graduate University for Advanced Studies (Ph.D.
program in informatics) accepts six new students / Introduction to the Program of the
Department of Informatics, School of Mathematical and Physical Science, the Graduate
University for Advanced Studies <Studie/ Foundations and Infrastructure Science> /
Massage from Graduate Students

NACSIS-CAT Training Course was held in Germany / The Cooperative Program for the
Exchange of Experiences, Expertise, and Information on S&T in Southeast Asian Countries
(CO-EXIST-SEA)/ “Introductory Course on Information Security Policy” / Cooperation in
the “ Training program for Information Specialists in Japanese Studies” in FY 2002

2002 Karuizawa Saturday Salon (July 27, September 7, September 28, October 26) /
Special lecture on the “Basics of Quantum Computing” by Dr. Yoshihisa Yamamoto,
visiting professor / Establishment of the Office for Research Programs / NIl Open Lecture
/ Visit of the Minister of Science and Technology of the Republic of the Sudan / Research
Cooperation Agreement between Tsinghua University and NI

Generic Engine for Transposable Association (GETA) now publicly available / Successful
Launch of Webcat Plus / Exhibition for DATABASE 2002 TOKYO / Commencement of a
joint project for NIl Metadata Database / Research Bulletin Portal has been made available



Papillon 2002 workshop

Special Article

The third edition of the annual workshop of the Papillon project (July 16-18)

The third edition of the annual workshop of the
Papillon project was held from July 16th to July 18th,
2002 at the National Institute of Informatics (NII) in
Tokyo. The Papillon project is a scientific collabo-
ration between the NIl (Japan) and the Group of
Study for the Machine Translation (GETA) of the
University Joseph Fourier in Grenoble (France). This
project has double objectives: (1) the construction of
a multilingual lexical base and (2) the development
of scientific search in the field of the computational
linguistics.

The assessment is overall positive. This workshop
confirmed the progression of participation in this
workshop: 22 participants in the first edition in
Tokyo in 2000, 32 participants in the second edition
in Grenoble, 41 participants this year in Tokyo. A
great number of laboratories were represented
within the two nations, on the French side, the
GETA, the LALICC (Sorbonne), the LIMSI (Orsay),
the LIRMM (Montpellier), the LORIA (Nancy), on the
Japanese side the NII, Advanced Telecommun-
ications Research Institute International (ATR,
Kansai), the NTT Communication Science
Laboratories (Kyoto), Nara Institute of Science
and Technology, Mitsubishi Research Institute,
the universities of Tokyo, of Osaka, of Chiba, of
Sakushin and Shimane. On the whole 23
presentations were presented during the 3 days of
the seminar. The majority of the contributions
brought a high scientific level, equivalent to the
best current world level.

On the organizational level, the project manages

its growth by creating a technical committee and

a coordinating committee. It is indeed necessary to
organize the participation in this project of several
laboratories (in particular those indicated above) and
to expend the number of languages. NI, in particular
has established cooperation agreements related to
Thai and Vietnamese languages. The GETA has
established cooperation agreements related to the
Lao, the Malay Language and Viethamese Languages,
German researchers based in Japan intended to
bring their lexicon German-Japanese. Professor Jim
Breen, the Monash University (Australia) granted
the use of his bilingual English-Japanese dictionary,
a worldwide reference in this field. All these
agreements, lexicons and dictionaries share the
same condition that their use is free and free of
rights. A session was in particular devoted to the
legal aspects of attribution of usage-free licenses on
the model of the free software.

O

(Frederic Andres, Associate Professor, Distributed Processing [
Research, Software Research Division)

NTCIR Workshop 2001/2002

Conference Reporting the Results of the Third NTCIR Workshop (October 8-10)

Held as part of a MEXT grant-in-aid for scientific

research (on priority areas) in Informatics,
“Research on Information Utilization Systems for
Heterogeneous Contents,” the Third NTCIR

Workshop was an evaluation workshop covering
information-access technology such as information

retrieval, question answering, and automatic text
summarization. The conference reporting the
results of the third NTCIR workshop was held on
October 8-10, 2002 at the Hitotsubashi Memorial

Auditorium of the National Center of Sciences.
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The NTCIR workshop is an international
workshop for cooperative research, orga-
nized by the National Institute of Informatics.
The workshop featured research conducted
in the following manner: the organizers
defined research tasks, provided data sets
(the test collections) for experiments to
evaluate systems’ effectiveness, and defined
methods of evaluation. Participating research
groups conducted the research, taking their
own approaches to the common data sets.
Results were compared analytically based
on the common methods of evaluation, in
order to clarify the advantages and dis-
advantages of each strategy. The workshop
fulfilled numerous other roles as well,
including the development of large-scale
data sets with right answers, the promotion
of information and technology transfer,
intensive research on specific topics, and an
exhibition of cutting-edge technology.

Invited speaker Ms. Donna Harman (NIST) Invited speaker Dr Amit Singhal

The Third NTCIR Workshop program included the following five tasks.

Cross-Lingual Information Retrieval Task (CLIR) : Monolingual and cross-language information retrieval in Chinese,
Korean, Japanese, and English

Patent Retrieval Task (PATENT) : (a) Cross-genre retrieval, retrieval of related patents using newspaper articles as queries,
(b) cross-lingual information retrieval, and (c) optional tasks

Question-Answering Task (QAC) : (a) Responding with five candidate answers, (b) responding with one set of all the
answers, and (c) asking a series of questions

Text Summarization Task (TSC) : (a) Single document summarization, and (b) multiple documents
Web Retrieval Task (WEB) : (a) Survey retrieval (including similar documents search), (b) target retrieval, and
(c) an optional task

Each task was planned and led by the task (44 groups were from universities, fourteen from

organizers, researchers from the relevant field; businesses, and seven from national institu-
they set the research task and investigated the tions) — completed the task and presented their
appropriate evaluation methods. The task parti- own task results.

cipants—65 research groups from nine countries At least 200 people attended the Results Reporting

Participants Discussing in the Digital Poster Sessions




Conference and participated in the discussions. In
the open forum on the first day, the morning was
devoted to tutorials concerning evaluative experi-
ments on information retrieval, question answering,
and text summarization. The afternoon session
was devoted to a summary of the Third NTCIR
Workshop and to speeches by invited speakers. The
first invited speaker was Ms. Donna Harman,
National Institute of Standards and Technology, who
has led TREC and DUC, evaluation of information-
retrieval and automatic summarization. The second
invited speaker was Dr. Amit Singhal, of the Internet
search engine Google Inc. The second and third
days were primarily for the task participants and
the participant groups reported and presented their
own research results. Discussions and exchanges of

SUPER SINET Research (xo 1)
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opinion between participants were also very
popular, particularly in the Digital Poster Sessions.
NTCIR Workshops are held approximately once
every eighteen months. The recruiting of task
participants for the next workshop (in 2003/2004)
began in March 2003. The next Workshop’s Results
Reporting Conference is planned for May 2004. The
test collections developed are to be available for
research purpose use although a few document
collections are available for participants only due to
copyright restrictions.
e URL : http://research.nii.ac.jp/ntcir/

( Noriko Kando, Associate Professor, Library Information [

Research, Human and Social Information Research Division )

New Developments in High-Energy
Physics and Nuclear Fusion Science
Resulting from SuperSINET

Head of the Computing Research Center,
High-Energy-Accelerator Research Organization (KEK)

SuperSINET, the high-speed network for scientific
research that has been in operation since January
2002, has founded new methods for research and
will give a major impact on science. By its nature,
research involving large-scale experimental
facilities is primarily carried out within the host
laboratory. The credit of scientific results is also
given to the laboratory. However, through the use of
this high-speed network, modes of future research
will undergo major changes that are not yet clear.
Access to this network allows researchers to work

Yoshiyuki Watase

PhD (Dr. Sc.), Graduate School of Science, Tohoku University in 1970;became
an Research Associate in the Faculty of Science, Niigata University in 1971;
joined the National Laboratory for High-Energy Physics in 1974 ; assumed
current position in 1997. Conducts experimental research in elementary
particle physics using high-energy accelerators, as well as practical research
into computers and networks.

together as if they are in the same location,
regardless of where they are actually located.

Until now, the research fields reaping perhaps the
greatest benefits from the high- speed network have
been experimental high-energy physics and nuclear
fusion — so-called “Big Science.” This is due to the
fact that such research involves numerous
researchers and requires massive facilities normally
available in only one place in a country, or even
only one place in the world.
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Of the high-energy-physics research currently
conducted using Super SINET, the Belle Experiment
of the High-Energy Accelerator Research Organiza-
tion (KEK) has received the greatest benefit from
the network. This experiment produces B mesons
and anti-B mesons in large numbers by head-on
collision of positrons and electrons. Researchers
then analyze the decay processes of these particles
and antiparticles (matter and antimatter) in detail,
to check for symmetry of physics. Because it
enables the transfer of data that previously had to

be transported via magnetic tape or similar media,
SuperSINET has made direct access to such data
truly possible. Through the maximal implemen-
tation of the capabilities of the computing systems
of KEK and universities, we can envision analysis of
the expanding volume of data that accumulates on a
daily basis (more than 400 gigabytes). This past
summer, for example, we were able to analyze as
many as 200 terabytes of data, enabling the release
of our research results in a timely fashion. Trends
such as these will become even more important in
the future. In anticipation of the
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B Factory Experiment: Belle

development of an international
high-speed network to CERN
will soon begin developing its

M- A1)

L 0.10

-8 K [
At ps)
Measured Differencein the life time of B and
anti-B meson decaying to Jy + Ks

LHC (Large Hadron Collider) as
a global experimental research
system (CERN plans to begin
actual experiments in 2007).
These types of high-speed
networks lay the foundation for
achieving the goal of developing
a global data Grid for sharing
data and resources.

Distributed Data Analysis system of KEK B
Factory Experimnent over the SuperSINET

In the field of nuclear-fusion

research as well, the completion
of ITER may yield the same types
of benefits. The large-scale
plasma experimental device of
the National Institute for Fusion

Plasma Confinement Studies

A g ( 1
Measurements of LHD Edge Plasma Superconductor Device Experiments

| Characteristics

Science, the LHD (Large Helical
Device), is currently connected
to the laboratories of three
universities via Super SINET,
allowing the real-time sharing of :
experimental data and video . ‘ =
images of experimental shots, as
well as cooperative analysis of
this data. Research is progressing

Kyoto University
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Matwork of National Institute for Fusion Science

to clarify confinement characte -
ristics and other phenomena
through the observation of large-scale plasma using
various measurement devices. We would like to see
this type of remote-participation research continue

Remote Participation from three institutes to the Large Helical Device at NIFS

to increase in the future, making research more
efficient and expanding its range.
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Resear ch

Near Real -Time International Sharing
of Remote Sensing Data on the Internet

Recent advances in remote sensing
toward (1) higher resolution, (2) more
spectral bands and (3) higher temporal
frequency, have increased the amount
of satellite data. We receive to cope
with ever increasing amount of satellite
data, challenging research topics
include the archival of data, the sharing
of data among people, and the
extraction of useful information from
data. In this short article, we address
the issue of sharing remote sensing data
on the Internet for the near real-time

1 Old generation:

a lower resolution image
from the AVHRR sensor,
satellite NOAA.

1 New generation:
a higher resolution image from the MODIS sensor, satellite TERRA.
The same observation area as the right image, but more precise.

monitoring of earth environment.

Toward this goal, we, National Institute
of Informatics (NII), formed a research
group that consists of researchers in Japan and
Thailand, in which core members are from Institute
of Industrial Science, University of Tokyo, and Asian
Center for Research on Remote Sensing (ACRoORS),
Asian Institute of Technology (AIT). The idea is to
build an international network infrastructure for

sharing satellite data, as illustrated in the schematic
diagram below. On this network, Japanese and Thai
researchers have started to share MODIS data from
TERRA satellite as shown above, and other
environmental satellite data such as NOAA AVHRR
data.

Satellite Data

SIN

——

NECTEC

ThaiSARN

Asian Inst. Tech.

User Groups
ET National Inst.
Informatics U. Tokyo
SINET -

Thailand <==»Japan

Univ.

The important component of this network is the
SINET international link between Japan and
Thailand. This link has been connecting NIl and
NECTEC (Thailand) since 1994 for promoting the
exchange of academic information between both
countries. By connecting this international link to
domestic academic networks (SINET / ThaiSARN),
satellite data is now being exchanged between
Japanese and Thai researchers just after the
reception of data from satellites. Thus the sharing
of satellite data on the Internet has significantly

improved the extent and agility of environmental
research in both countries.

NIl is involved in this project with research
interests in the application of network, image
processing, and data mining research to real-world
problems. Those research areas are of fundamental
importance in the informatics community, and we
believe the sharing and information extraction of
environmental data is one of the key applications
for the informatics community to apply state- of-
the-art ideas and to contribute to the society.
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On the other hand, other members, University of
Tokyo and ACRORS, have started a WWW-based
service to deliver satellite data to the general
public, with the future plan of extending the
service to various real-world monitoring purposes
such as forest fire detection, flood monitoring,
earthquake/volcano monitoring, agricultural crop

estimation, and land-use monitoring. Since those
monitoring applications are closely tied to social
issues, the development of an easy-to-use interface
for non-experts is another important research
topic to improve accessibility to the data.

(Asanobu Kitamoto, Research Associate, ]

Research Center for Testbeds and Prototyping )

Approaches to high speed computing for huge

amount of data

Because of the recent development of information
technology, we can get tremendous amount of data,
much more easily than we could in the past. Studies
using this huge amount of data have been appearing.
One of the biggest problems in these studies is how to
solve problems related to such data, because
problems become quite hard to solve when the
amount of data is huge, even if they can be solved
easily with a smaller amount. Several problems on the
data, such as keyword search can be solved in a short
time for a huge amount of data. But combinatorial
problems, such as searching combinations of data
satisfying a specified property, often would take more
than thousands years. To speed up computation, we
usually use super computers, or do parallel
computing on cluster computers. Although these can
reduce the computation time to 1/1000 of what would
be otherwise, the problems take several years.
Efficient algorithms often do a good job of speeding
up computation, especially for combinatorial
problems. Algorithms are ways of calculating, are
schemes for constructing software, or are
fundamental theory for designing software. Similar to
the fact that no good architecture can be built
without good design, no good program can be made
without good algorithm. Without devising algorithms,
we have to spend a quite long time for computation.
For example, consider a problem of sorting a
sequence of n numbers in the increasing order. If we
use a bobble sort, a computer takes n? basic steps in
computation. A PC can execute 100 million basic
operations per second at present, so it takes about
10,000 seconds if n=1,000,000. If we use heap sort
instead, a computer takes n log n basic steps, and the
computation time is reduced to 0.2 second for

n=1,000,000. Surprisingly, the factor is 50,000. The
factor of increased speed grows with an increase in
the problem size (see Figure 1). Thus, drastic
improvements should occur.

When we model a practical problem to a
mathematical model, we usually think about whether
the model can be solved or not. If the problem
formulated by the model is small, we concern
ourselves with only the existence of solutions;
however, if it is large, we also have to think about
whether the solution can be obtained in a practical
time span or not. That span depends on the problem;
for some a minute, an hour, or a day is fine. An
excellent model becomes impractical if the
computation time is a hundred years. If we know
what kinds of problems are solved in a short time,
then it will be a good tool for constructing good
models (see Figure 2).

In the following, we show a research result we are
currently studying. A clique is a subgraph, circled in
Figure 3, such that every two vertices in the clique are
connected by an edge. In network models such as
web networks and dictionaries, a clique is regarded
as a cluster composed of similar elements. By finding
cliques, these models are analyzed. These network
models are often huge, so, we are studying fast
algorithms for finding the cliques.

Representations of the data for dictionaries and web
networks form graphs ranging from 100,000 to
100,000,000 vertices, and ranging from 1,000,000 to
1,000,000,000 edges. If we find a maximal clique in a
usual way, we have to spend at least 1 second, and
usually 100 seconds. It takes 1 day, sometimes even 1
year, to find many maximal cliques to classify all of
the data. To speed it up, we developed two



improvements to re-use the buffers in computations
efficiently and to maintain the candidates of the
search efficiently. Through these improvements, we
managed to find 10,000 maximal cliques per second.
A computation that used to take several days has
been reduced to only a few seconds.

computation time

A

slow agorithm

good agorithm

>
>

problem size

Figure 1 : difference grows by the increase of problem size

| ]

A clique is quite a simple model among graph objects.
Thus, to increase its applicability to other problems,
we are now investigating fast algorithms for finding
“quasi cligues” with high objective values such as
sizes, weights, and the number of edges in which it is
included. Here, a quasi clique indicates a subgraph
obtained by removing several edges from a clique.

There are so many algorithmic problems in the real
world. Improvements cannot be made for all of them,
only for a few problems. However, developments of
algorithms for these few problems often give a drastic
progress in computation, so they are well worth the
effort to devise. Our future work will involve
developing fast algorithms to tackle many kinds of

huge problems. .

( Takeaki UNO, Associate Professor, Foundations of Algorithms [

Research, Foundations of Informatics Research Division )

Huge problems

Practical excellent models

S
N

Algorithm Gorithig

[ Alggsithm
Algorithm  N[gorithm

Figure 2 : modeling huge problems with the use of algorithms

Figure 3 : the circled subgraph is a clique

M Variational Methods in Image Processing

A unified treatment of shape deformation is required
for intelligent editing of image contents for
multimedia technology. Deformation of image data
based on curvature flow and the diffusion process on
surfaces provide a mathematical foundation for a
unified treatment of deformation. These deformation
operations for boundaries are discussed in the
framework of the free boundary problem in

mathematics. For the derivation of solutions of the
partial differential equation representing deformed
surfaces, the numerical computation is achieved
using an appropriate discretization scheme.

We have introduced a new transform for the binary
digital set, which we call digital curvature flow.
Digital curvature flow describes the geometric
flow which is controlled by the curvature of the




Research .& Education

boundary of binary digital images on a plane. The
new transformation could also be considered a
discrete curvature flow on an isotecpolytope, the
edges of which are parallel to the axes of an
orthogonal coordinate system. For the numerical
analysis of partial differential equations, it is
necessary to generate grids or to decompose the
region of interest into small domains for the
discretization of equations.

Therefore, numerical analysis is achieved in
discrete forms. However, types of these grids
usually depend on the problems and equations
which should be solved. In contrast to this classical
numerical treatment, we define discrete treatment
of the deformation of boundaries in digital space,
which are defined as a collection of lattice points.
We applied the curvature-flow-based method to an
inverse quantization method for planar binary
digital images. Inverse quantization is the process
for the estimation of original smooth curves and

surfaces from quantized sample data. Once the
original boundary is estimated from digital shapes,
we can easily generate digital images for any
resolution. The inverse quantization of digital
terrain data for the recovery of smooth terrain
surface and series of iso-level counters are solved
using variational problems. This is a surface
reconstruction method common in computer vision
and areal data processing. The expansion and super-
resolution of digital binary images are the same
problem because for the achievement of these
process we are required to construct a smooth
boundary curve as an estimation of the original
boundary from digitized images which are
expressed as a collection of pixels. Once a smooth
boundary is estimated, applying sampling again to
the estimated shape, we can generate digital images
in any resolutions. Therefore, as an application of
our algorithm, we can convert the resolution for the
binary shapes to express digital images. We use B-

Global Research Communication and
Academic Journal from Japan in the field of Physics

Visiting professor of the Full-Text Contents Laboratory
at the Research Center for Testbeds and Prototyping

Scientific papers are the proofs and results of the
research activities for the researchers. The aspects
have been dramatically changed according to the
recent advances in information technologies
including the Internet. In such a situation, the
scientific journals in Japan have been at the turning
point. In the field of physics, the journals like
JPSJ(the Journal of the Physical Society of Japan)

Makoto Gonokami

Ph.D in Physics from the University of Tokyo, Faculty of Science, in 1985.

Research associate at the University of Tokyo, Faculty of Science. Professor of

Applied Physics, Graduate School of Engineering, University of Tokyo, in 1998

Visiting associate professor of the Development and Research Department at
g the National Center for Science Information systems in 1998. Visiting

professor at the Research Center for Testbeds and Prototyping.

Research field : quantum electronics, material science, and quantum optics.

and JJAP(Japanese Journal of Applied Physics)
have been published for a long period. These
journals have been an important role in presenting
research results originally from Japan to the world,
like the high temperature superconductors and the
blue light emitting diode. They are admitted as one
of the international top journals in the world. For
the preparation for the future age of online



spline for the description of smooth boundary which
is estimated from the boundary of binary digital
image.

| ]

(Atsushi Imiya, Professor, Systems Software Research, Software Research Division)
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A curve which passes on pixels.

publishing, the Physical Society of Japan and the
Japan Society of Applied Physics set up IPAP(the
Institute of Pure and Applied Physics) and started
the system of publication of physics journals in
English in April of 2000. At present, the IPAP
publishes four journals in English including JPSJ
and JJAP. In my talk | introduced their activities
and talked about the problems in the scientific
publications.

The online publishing has accelerated to the
exclusive monopolizations by a few leading journals
in the US in the field of Physics. The publication of
important research results by Japanese researchers
have been brought from the place in the Japanese
journals published in Japan to the overseas
influential journals. One of the reasons is that the
research has been leading to the top of the world
level, however, it is not such a simple matter. The
researches originated in Japan have been published
firstly in the Japanese journals in English till today.
For example, lots of important papers like the

An estimated boundary by a variational method.

NII Monthly Seminar
20th <July 17, 2002 >

recent topic-the invention of the light emitting diode
were published in JJAP. It is very important for our
country which stands on the advanced science and
technology to offer the new flow of the research to
the world. Therefore it is a serious problem that the
representative top Japanese journals will be in
decline. There is another problem of the online
publishing of academic journals in the evaluation of
researchers’ achievements. Another harmful effect
is that they only aim at collecting the numbers of
citations of the papers, which makes the precious
scientific talents drive to the popularity. If we will
urge the scientific prosperous country, it is
necessary for us to contribute overwhelmingly to
the set up of the worldwide asset of science and
technology. For this purpose, it is necessary that
we will strengthen the scientific journals.
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Environment - Adaptive Personal
Communications in Ubiquitous computing Networks

NII Monthly Seminar

20th <July 17, 2002 >

Research Associate, Multumedia Integration Processing,
Multimedia Information Research Division

'l [

Eiji Kamioka

He is a research associate at National Institute of Informatics (NII). He
received the B.S., M.S., and Ph.D. degrees in physics department from
Aoyama Gakuin University in 1989, 1991, and 1997, respectively. He worked
for SHARP Corporation communication laboratories from 1991 to 1993,
researching and developing multimedia communications, and joined the
Institute of Space and Astronautical Science (ISAS) from 1997 to 1998 as a
Research Fellow of the Japan Society for the Promotion of Science (JSPS).

He moved to NACSIS as a research associate in 1998. His current interests
are ubiquitous computing networks and context-aware computing networks.

The recent remarkable advances in mobile
communication devices, such as cellular phones
and PDAs(Personal Digital Assistants), have put
ubiquitous computing in the limelight in the
academic and industrial communities.

Ubiquitous computing indicates the “ubiquity ” of
computers as the word shows, and it also incorpo-
rates an important concept called *invisibility”
Invisibility means that we use computers without
being conscious of operating them; computers
blend into our daily lives naturally and finally
disappear from our awareness.

In this lecture, | presented EAPEC (Environment-
Adaptive Personal Communications) which aims at

realizing personal communications in ubiquitous
computing environments. The EAPEC automatically
collects information on the user’s dynamically
changing context in terms of available devices,
media, and services, accepts a message from a
sender, automatically selects the most appropriate
communication device and media type for a
receiver, converts the sender's message into the one
acceptable to the receiver, and finally forwards the
converted message to the receiver.

The EAPEC can be extended for a context-aware
information delivery system which obtains user
context, such as communication environments,
locations, time, actions, and to-do-list, and provides

| EAPEC Network Architecture |

users with informatio