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Origin of arXiv.org

HP735＠Los Alamos

https://www.youtube.com/watch?v=ntoxZzh0ha8



Short history of arXiv.org
 1991 GINSPARG, Paul, Repository Alert System                                  

hep-th@xxx.lanl.gov       (before internet) 
High Energy Physics

 2011   → Cornell University Library

Categories Expansion:

Physics (1991), 
Mathematics (1997), 
Computer Science (1998), 
Quantitative Biology (2003), 
Statistics (2007), 
Quantitative Finance (2008), 

EESS (Sep. 18, 2017), Econ (Sep. 26, 2017)

GINSPARG, Paul. “ArXiv at 20”. nature. vol. 476, p. 145-147, 2011



GINSPARG, Paul. “ArXiv at 20”. nature. vol. 476, p. 145-147, 2011



Preprint archive families

Publishers’
archive

Their archives 
are business.
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arXiv.org Now



Data: Submission

500-600/day



Statistics



Statistics 1991-2016
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Infrastructure
• 14 locally-hosted servers (prod, dev VMs), 5 

mirrors, shared file system

• Shifting to Amazon Web Services

• Pressure point: database upgrade



Where do you go to find 
arXiv paper



arXiv.org operations update
(Stats from past 12 months)

● removed 6,886
● bounced to fix 4,984
● proxy submissions 4,631
● auto-Hold 3,790
● iThenticate checks 650
● overlap notes added 787
● % papers with DOI 28%

164 Moderators
● total submissions 235,444
○ 3,032 | cross reference
○ 24,588 | journal reference
○ 128,958 | new submission
○ 75,693 | repeated submission
○ 3,173 | withdraw
● touched by Moderators/Administrators 36,380



Standpoint of arXiv.org

Research papers
 Reference
 Archive

Encouragement of research:
 Do research
 Write the paper
 Submit the paper

Journals
 Pay subscription on page charge
 Take weeks to years

No more Journals
 Most journals are 

no longer printed
 Fully searchable online
 Cost is to refreeing
 Stable unique identifier
 Publishers has no more cost

on Baumol’s cost disease

 Receive email and/or check web
 Clear simple interface

authors vs readers 
 Sources and/or printable

You do not have to include everything in all collections…

Community

https://ja.wikipedia.org/wiki/ボーモルのコスト病

https://ja.wikipedia.org/wiki/%E3%83%9C%E3%83%BC%E3%83%A2%E3%83%AB%E3%81%AE%E3%82%B3%E3%82%B9%E3%83%88%E7%97%85


What is the arXiv.org, what is it for?

• Description at multiple levels: system context, 
subsystems, components.

• Audience: stakeholders and developers.
• Not a requirements analysis. Describes decisions and 

their rationale, and the most important requirements of 
the system as a whole, but allows for agility and 
changing requirements throughout the project.

• Both prescriptive and descriptive: commemorates 
technical decisions in context, provides guidance for 
implementation, but also evolves as new decisions are 
made throughout the development process.



What does arXiv.org have now?
• Legacy != broken. “Legacy code 

is just code that we don’t have 
very good tests for.” -- someone. 

• The legacy system solved a lot 
of problems, and many of 
those drivers still exist today.

• arXiv is stable, and users are 
happy.

• Monoliths aren’t necessarily evil.
Esp. for rapid prototyping of new 
systems, keeping everything close 
together minimizes unnecessary 
complexity.

Business 
logic 
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Single deployment, multiple code-bases
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What does arXiv.org have now?
• Poor isolation/containment of 

business logic and 
dependencies:

• Hard to test  hard to 
develop.

• Hard to locate relevant 
code  slow to develop.

• Hard to describe  hard to 
understand, test.

• arXiv-lib is a ”high stress” node: 
all subsystems depend on it 
developers hands are tied.

• Single/several server paradigm:
limited scaling, poor cost control.
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Where is arXiv.org going?
• Fine-grained isolation with services: 

Python 3 + Flask web micro-
framework, Docker containerization.

• Consistently-applied internal 
architecture.

• Integration via REST APIs, notification 
broker.

• Polyglot persistence: isolated data 
store, choice of technology 
matches service requirements.

• Independent scaling, server 
resources reflect demand.

API

Business 
Logic

Service 
integer.

Data store 

API

Business 
Logic

Service 
integr.

Data store 

One code-base per 
deployment



How does arXiv.org get there?
1. Prioritization: from the “outside” in.
2. Identify minimum integrations:

database, filesystem.
3. Re-engineering: preserve 

behavior, but with re-architected 
codebase.

4. Local deployment: services can 
be deployed on existing web 
servers. 

5. API gateway integration: increase 
access to arXiv content.

6. Migration to AWS: as legacy 
integrations drop off, services are 
re-deployed in AWS.

arXiv-lib

Browse Mo.

Database Filesystem

API

Business 
Logic

Service 
integr.

Future: Image and Data ?
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Submission & Moderation

800 papers/day

Submission
iThentificate check 650/year

Viewer

UI + API



Viewer (present)



Preferable Viewer

Based on the users’ opinions 



Organization



Organization：Stuffs



Collaborations with societies
Societies accepting the proposal to open

APS
AIP
ACS
AMS
IOP
ACM

Almost
IEEE

Membership based activities

Membership driven activities

Green Open access

MAB suggested in 2016

Hybrid option
Business model
Subscription model



arXiv.org-NG



From Part of 2017 Roadmap

• Process
• Moderation tools
• Expansion, TeX, infrastructure
• NG architecture
• Reference extraction
• Search



Moderation tools
Now: an entirely new UI + API



Moderation tools
• Single-click actions oriented towards 

proposals and reclassifications



Moderation tools

• Single-page UI backed by RESTful API
• UI built in Cycle.js

• a first foray into modern javascript 
frameworks

• valuable experience to inform future 
decisions around frameworks

• NG “Step 0”



TeX System

• Overhauled TeX system deployed February
• Working on repackaging as containerized 

service



Technology review: a Highlight

• Invenio 3 
• CERN, INSPIRE
• Highly modular framework
• Technologies: Python/Flask, 

ElasticSearch, Celery/RabbitMQ



NG Architecture

• High- to low-level view of legacy & target 
architecture, and technology decisions

• Drivers: evolvability, stability, APIs

• Transition from monolith to modular: 
incremental isolation, re-implementation, 
and migration to cloud

• Technologies: Python/Flask, Docker

• Integration: REST APIs, notifications



Sustainability



Conclusions

License to Open License

Hybrid after Embargo

Not change any publishing models,         
but users

Request institutes to accept IR, arXiv, and 
others


