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In a large-scale quantum computer, the cost of communitatiall dominate the performance and
resource requirements, place many severe demands on limel@gy, and constrain the architecture.
Unfortunately, fault-tolerant computers based entirefy pliotons with probabilistic gates, though
equipped with “built-in” communication, have very largesoeirce overheads; likewise, computers
with reliable probabilistic gates between photons or quaninemories may lack sufficient commu-
nication resources in the presence of realistic opticaldssHere, we consider a compromise archi-
tecture, in which semiconductor spin qubits are coupledrighblaser pulses through nanophotonic
waveguides and cavities using a combination of frequertighitistic and sparse determinstic entan-
glement mechanisms. The large photonic resource requitsnirecurred by the use of probabilistic
gates for quantum communication are mitigated in part byptitential high-speed operation of the
semiconductor nanophotonic hardware. The system empdggdagical cluster-state quantum error
correction for achieving fault-tolerance. Our resultsgeg] that such an architecture/technology com-
bination has the potential to scale to a system capableaafatiy classically intractable computational
problems.
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1. Introduction

Small quantum computers are not easy to build, but are ogrtpossible. For these, it

is sufficient to consider the five basic Divincenco critdta ability to add qubits, high-

fidelity initialization and measurement, low decohererare] a universal set of quantum
gates. However, these criteria are insufficient for a lasgge quantum computer. DiVin-
cenzo’s added two communications criteria — the ability eowert between stationary
and mobile qubit representations, and to faithfully tramsghe mobile ones from one lo-
cation to another and convert back to the stationary reptaen — are also critical, but

so is gate speed (“clock rate”), the parallel execution dégjathe necessity for feasible
large-scale classical control systems and feed-forwanttalp and the overriding issues of
manufacturing, including the reproducibility of struatsrthat affect key tuning parame-
ters34. |n light of these considerations, the prospects for lagge quantum computing
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are less certain.

Advances in understanding what constitutes an attractighnology for a quantum
computer are married to advances in quantum error correciioese improvements in-
clude the theoretical thresholds below which the applicatf quantum error correction
actuallyimprovesthe error rate of the syste@l increases in the applicability of known
classical techni ué@lﬂlﬂ@l’ understanding of feasible implementation of error cdrrec
ing codem&‘ﬁm, design of error suppression techniques suited to partic-
ular technologies or error modm@mz‘ﬂﬂ, advances in purification tech-
nique@@ﬁmg@, and experimental advances toward implementw

Among the most important, and radical, new ideas in quantuan eorrection istopolog-
ical quantum error correctiofftQEC), for examplesurface code 3435363738 These
codes are attracting attention due to their high error tiolets and their minimal demands
on interconnect geometries, but work has just begun on stateting the impact of tQEC
on quantum computer architecture, including determiniregttardware resources neces-
sary and the performance to be expe@g@g‘ﬁllgz

The effective fault tolerance threshold in tQEC dependgatly on the microarchitec-
ture of a system, principally the set of qubits which can lyarded as direct neighbors of
each qubit. As connectivity between qubits increases, thattoperations required to ex-
ecute error correction and the opportunities for “cro&stas sensitive qubits are directly
exchanged decline, allowing the system to more closelyagmbrtheoretical limits.

Here, we argue that even for tQEC schemes that require oaleseneighbor quan-
tum gates in a two-dimensional lattice geometry, commuignaesources will continue
to be critical. We present an architecture sketch in whidicieht quantum communica-
tion is used to compensate for architecture inhomogengiesh as physical qubits which
must be separated by large effective distances due to heeawastraints, but also due to
qubits missing from the lattice due to manufacturing defedssuming a homogeneous
architecture may be acceptable for small-scale systerh) brder to create a system that
will grow to solve practical, real-world problems, distuiied computation and a focus on
the necessary communications is required. Further, ougrexplicitly recognizes that
not all communications channels are identical; they varthanfidelity of created entan-
glement and physical and temporal resources required.pftiissophy borrows heavily
from established principles in classical computer architee=<. Classically, satisfying
the demands of data communication is one of the key acvifesystem architec@
Our design process incorporates this philosophy.

No computing system can be designed without first considdatitargetworkload
andperformance goa . The level of imperfection we allow for quantum operations
depends heavily on the application workload of the compu@err goal is the detailed
design (and ultimately implementation) of a large-scalgtey: more than ten thousand
logical qubits capable of running0!! Toffoli gates within a reasonable time (days or
at most a few months). For example, such a system could fa@@00-bit number using
Shor’s algorithn@. This choice of scale affects the amount of error in quantparations
that we can tolerate. Steane analyzes the strength of esitience in a system in terms
of K@, the product of the number of logical qubits in an applicat{®) and the depth
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(execution time, measured in Toffoli gate times) of the agpion (K) 10 our goal is to
tune the error management system of our c%puter to achigical error per Toffoli
gate executed qgf, < 1/KQ, with KQ ~ 10 =0,

Under most realistic technological assumptions, the nessurequired to reach ade-
quateK ) values are huge. Nearly all proposed matter qubits are sit hei@rons in size,
when control hardware is included. For chip-based systansgnple counting argument
demonstrates that more qubits are required than will fit imgls die, or even a single
wafer. This argument forces the implementation to adopstiduted architecture, and so
we require that a useful technology have the ability to egitaqubits between chi

As an example architecture supporting rich communicatiwesare designing a device
based on semiconductor nanophotonics, using the spin ofipained electron in a semi-
conductor quantum dot as our qubit, with two-qubit inteicatd mediated via cavity QED.
We plan to use tQEC to manage run-time, soft faults, and tmddke architecture to be
inherently tolerant of fabricated and grown defects in ntoshponents.

Our overall architecture is guantum multicomputera distributed-memory system
with a large number of nodes that communicate through a #awiél interconnect. The
distributed nature will allow the system to scale, circumtirgg a number of issues that
would otherwise place severe constraints on the maximuenasizl speed of the system,
hence limiting problems for which the system will be suitabl

Within this idiom, many designs will be possible. The work present here represents
a solid step toward a complete design, giving a frameworknfoving from the overall
multicomputer architecture toward detailed node designcéh now begin to estimate the
actual hardware resources required, as well as establah (guch as the necessary gate
fidelity and memory lifetimes) for the development of the ariging technology.

Sectio 2 presents background on the techniques for hanafierrors in a quantum
computer that we propose to use. Secfibn 3 qualitativelggmes our hardware building
blocks: semiconductor quantum dots, nanophotonic cavétrel waveguides, and the op-
tical schemes for executing gates. Secfibn 4 presents #ajival description of the re-
sources employed in the complete system. In particulagstdbes how some quantum
dots, used for communication, are arranged for deterngrgstantum logic mediated by
coupled cavity modes, while other quantum dots are indirecupled via straight, cavity-
coupled waveguides for purification-enhanced entanglém@ation. Long columns of
these basic building blocks span the surface of a chip, amy etzps are coupled together
to create the complete multicomputer. Preliminary quatié resource counts appear in
sectiorb.

2. Multi-level Error Management

A computer system is subject to batbft faultsandhard faults in the quantum computing
literature, “fault tolerance” refers to soft faults. A sédult is an error in the operation of a
normally reliable component. Soft faults can be furtheid#d into errors on the quantum
state (managed through dynamically-executed quantunn eoroection or purification),

and the loss of qubit carrier (e.g., loss of a photon, ion erdlectron in a quantum dot,
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depending on the qubit technology). Qubit loss may be addreby using erasure codes,
or, in the case of tQEC, through special techniques for éimgj the lattice stat49. In
this section, we introduce our approach to managing thesggphauevels of errors, which
will be further developed in the following sections.

2.1. Defect Tolerance and Quantum Communication

Hard faults are either manufactured or “grown” defects {clev that stop working dur-
ing the operational lifetime of the system). With adequatadivare connectivity, flexible
software-based assignment of roles to qubits will add hauit tolerance, allowing the
system to deal with both manufactured and grown defects.

The percentage of devices that work properly is calledyibl. In our system, most
of the components are expected to have high yields, but thetgm dots themselves will
likely have low yields, at least in initial fabrication ruasid possibly in ultimate devices.
These faults occur in part due to the difficulty of growingioally active quantum dots
in prescribed locations, but more due to the difficulty ofuaissy each dot is appropriately
charged and tuned near the optical wavelength of the sudingmanophotonic hardware,
to be further discussed in S€c.13.3.

The presence of hard faults means that the connectivityeaftlantum computer begins
in a random configuration, which we can determine by deviséng. As a result, the
architecture will have an inhomogeneous combination offitfigelity connections where
pairs of neighboring qubits are good and low-fidelity coriters between more distant
qubits. To compensate for the low-fidelity connections, wease to usentanglement
purificationto bring long-distance entangled-states up to the fidel@yesire for building
our complete tQEC lattice. This choice means that the systdimaturally use many of
the techniques developed for quantum repe@g@@, and portions of the system will
require similar computation and communication resourgssd in a continuous fashion.
Details of these procedures are presented in[Sec. 4.

2.2. Topological Fault Tolerance

On tog of purified states, we employopological error correction (tQEC),

, in particular the two-dimensional scheme introduced bydRandorf and
Harringtou@@‘fﬂ. In this scheme, the action of the quantum computer is thaeseq
tial generation and detection of a cluster state, and emwection proceeds by checking
against expected quantum correlations for that state.dabgubits are defined by deliber-
ately altering these correlations at a pair of boundariesieffectively three-dimensional
lattice of physical qubits. These boundaries may be theemities of the lattice or hoIEs
of various shapes “cut” into the lattice by choosing not ttaegle some qubits. The qubits

aThese holes are commonly called “defects” in the topoldgicanputing literature, as they are similar to de-
fects in a crystal; in this paper, we reserve the term “déffecta qubit that does not function properly, i.e. a
manufacturing defect.
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in the interior of the lattice have their state tightly caasted, whereas pairs of boundaries
are associated with a degree of freedom that is used as ticallggbit.

The simplicity of the gate sequences used to constrain thiésgn the lattice interior
and the independence of these gate sequences on the sieespétbm are directly respon-
sible for tQEC’s high threshold error rate of approximat@l8% for preparation, gate,
storage and measurement ertlga;&, the highest threshold found to date for a system
with only nearest neighbor interactions.

In 2-D, we choose to make holes that are squares of side leihdgtbgical operators
take the form of rings and chains of single-qubit operatorghkains connect pairs of
holes, rings encircle one of the holes. If we assochtewith chains andZ; with rings
(or vice versa), it can be seen that these operators willyswaersect an odd number of
times ensuring anticommutation. Braiding holes aroundsomeher can implement logical
CNOT, as shown in Figuid 1.

a.) b.) c.)

X

XL ZL

Fig. 1. Logical qubits in topologically error-correctedsggms are represented by unentangled “holes” in a high-
entangled cluster state on a lattice. The lattice itselfoissiown; the squares represent the holes. a.) A single
logical qubit is associated with two holes. Logical operstare rings and chains of single qubit operators. b.)
Moving holes around one another by changing the error cioorecircuits on the boundary of holes results in the
deformation and ultimately braiding of logical operatard.Equivalent form of the braided logical operators after
pinching together sections, and thus cancelling thes@sscto form disjoint rings and chains. The mapping of
logical operators represents logical CNOT with the lefidagqubit as control.

tQEC offers important architectural advantages over ogher-suppression schemes,
such as concatenated codes. Most importantly, unlike t@i@y concatenated codes lose
much of their effectiveness when long-distance gates aaymted by the underlying tech-
nology. In addition, the amount of error correction applietQEC can be controlled more
finely than with concatenated codes, which have a propeatyetvery time an additional
level of error correction is used, the number of physicalitgudprows by at least an order
of magnitude. tQEC'’s error-protection strength, in cositranproves incrementally with
each additional row and column added to the lattice.

Logical errors are exponentially suppressed by increasiagircumference and sepa-
ration of holes. This can be inferred directly from Figlire ithe number of physical qubit
errors required to form an unwanted logical operation grbmearly with circumference
and separation. The threshold error rateis defined to be the error rate at which increas-
ing the resources devoted to error correction neither asae nor decreases the logical



September 17,2009 5:31 WSPC/INSTRUCTION FILE ijgi-cqedha

6 Van Meter, Ladd, Fowler and Yamamoto

error — the error rate at which the errors corrected are balduby the errors introduced
by the error correction circuitry. Assuming a hole circunefece and separation &, for
physical error ratep < pp, error suppression of ordé?((p/p:)*¢) will be observed.
The factora depends on the details of the error correction circuitsuAsag the error cor-
rection circuits do not copy single errors to multiple laoas, o ~ 2 as a circumference
of 4d implies that a chain of approximately errors can occur before our error correction

system will mis-correct the state and give a Iogical error.
Related tQEC schemes exist in 3-D and . The 3-D scheme makes use

of a 3-D cluster state and the measurement-based approashfmuting — all qubits are
measured in various bases, and measurement results @atesketermine both the bases
of future measurements and the final result of the computafibis approach is well-
suited to a technology with short-lived qubits (e.g., pimstavhich are easily lost) or slow
measurement. The 2-D scheme requires a 2-D square lattipebdt that are not easily
lost plus fast measurement. Given these two propertieththshold is slightly higher than
the 3-D case and certain operations, such as logical measuatecan be performed more
quickly. Barring these minor caveats, the 2-D scheme is alsition of the 3-D scheme,
in which one dimension of the 3-D lattice becomes time.

2.3. Logical Gatesin Topological Error-Corrected Systems

When making use of topological error correction, only a $mamber of single logical
qubit gates are possible — namelYy;,, Z;, and logical initialization and measurement in
these bases. Logical initialization and measurement inXipeand Z;, bases can be im-
plemented using initialization and measurement of regajrssngle qubits encompassing
the defects in theX and Z bases. The only possible multiple logical qubit gate, lagic
CNOT, can be implemented by braiding the correct type ofatsfia a prescribed manner
as shown in Figurg] 1. This set of gates is not universal.

To achieve universality, rotations by/2 andr /4 around theX; andZ,, axes can be
added to the logical gate set. These gates, however, refeingse of specially-prepared
S states whereS) = |0) + €¥|1), & = 7/2, w/4. Fault-tolerant creation of thé states
involves use of the concatenated decoding circuits for thahit Steane code and 15-qubit
Reed-Muller code respectively to distill a set of low-fidiglp' states into a single higher-
fidelity one. Convergence is rapid — if the input states haegage probability of errgp,
the output states will have error probabilitiesief and35p3 respectively>=.

This implies that for most input error rates, two levels ohcatenation will be more
than sufficient. Nevertheless, this still represents alaignber of logical qubits, implying
the need foiS factories throughout the computer and the dedication oft miihe qubits
in the computer to generate the necessasjates at a sufficient rate. This will impact the
resource counting for our target application, as we disituSectiorib.

When using arf state, the actual gate applied will be a random rotation theei+6
or —0. Error corrected logical measurement must be used to detenwhich gate was
applied and hence whether a correctidegate also needs to be applied2#f = /2, the
correction must be applied before further gates are appldwducing a temporal gate



September 17,2009 5:31 WSPC/INSTRUCTION FILE ijgi-cqedha

Distributed Quantum Computation Architecture using Semigcictor Nanophotonics 7

ordering. This time ordering prevents arbitrary quantunasuits involving non-Clifford
group gates being implemented in constant time.

3. Hardware Elements

In considering the harware in which to implement this amsttiire, by far the most im-
portant pending question is the choice of quantum dot typéchwvill also determine the
semiconductor substrate and operational wavelengths.

3.1. Quantum Dots

The best type of quantum dot to employ remains an open que§tiarged, self-assembled
InGaAs quantum dots in GaAs are appealing due to their higillater strength and
near-IR wavelength. These dots have been engineered wit@san the strong coupling
regime|15—zll and recent experiments have demonstrated complete sttrgfiéical control
of a single electron spin qubit trapped in thel 6. However, it is challenging to make
high-yield CQED devices from these dots due to their higlombgeneous broadening and
the challenges of site selectivity, although progressinaes in designing tunable quan-
tum dot in prescribed locatio®¥. Sufficient homogeneity for a scalable system,
however, may require a more homogeneous kind of quantunsdct, as those defined by
a single donor impurity and its associated donor-boundt@xstate. Donor-bound exci-
tons in high quality silicon and GaAs are remarkably homaegers, both in their optical
transitions and in the Larmor frequencies of the bound spriding the qubit. However,
the isolation of single donors in these systems has beefenhalg. Donor impurities in
silicon would seem almost ideal, since isotopic purificatan give long spin coherence
time$9 and extremely homogeneous optical transimbut optical control in this sys-
tem is hindered by silicon’s indirect band-gap. A II-VI semnductor such as ZnSe may
provide a nearly ideal compromise — single fluorine impesitin ZnSe have been iso-
lated, shown to have a comparable oscillator strength tatguadots, and incorporated
into microcavitie§2. Recently, sufficient homogeneity has been available tervednter-
ference from photons from independent devitedHowever, this system comes with its
own challenges, such as the less convenient blue emissizglemgth. Nitrogen-Vacancy
centers in diamorRA6566 have also attracted heavy attention recently, but the diamo
substrate remains a challenging one for implementing thepizotonic hardware that sup-
ports the quantum computer.

Regardless of the type of quantum dot, there are several oonphysical features
which are to be employed for quantum information processiig dot has a two-level
ground state, provided by the spin of trapped electrons ilolaadapplied magnetic field.
This spin provides the physical qubit. The dot also has stegtical excited states formed
from the addition of an exciton to the dot. One of these erdtates forms an optical-
system with the two ground states, allowing not only singlbitjcontrol via stimulated
Raman transitio@, but also selective optical phase shifts of dispersivel@:gt(to be
discussed in SeE._3.3) or state-selective scat@%@m. These enable several possible
means to achieve entanglement mediated by photons.
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3.2. Nanophotonics

The quantum dots will be incorporated in small cavities tharce their interaction with
weak optical fields. Cavities may be made from a variety dim@togies, including pho-
tonic crystal defects and microdisks. Here, we will focusaspended microdisk cavities.

The small microdisks are in turn coupled to larger waveguateanged as disks, rings,
or straight ridges, which carry qubit-to-qubit communiecatsignals. These waveguides
can be ridges topographically raised above the chip surfackne-defects in photonic
crystals. Our present focus is on ridge-type waveguidesegiades are well-advanced
and relatively low-loss, although it is best to make the vganges as straight as possible,
and to avoid crossing two waveguides in the floor plan. Siliabtelecom wavelengths, for
example, makes a good waveguide for our purposes, as it ssamansparent td.5 xm
light, with a loss of about 0.1dB/cm. The coherent proceagsirsingle photons in on-chip
waveguides has recently been well demonstrated for rigigedilica waveguid€<.

The “no crossing waveguides” restriction is one of the twg lssues driving device
layout. The other is the need to route signals to more thanpossible destination, for
which high-speed, low-loss optical switching is requir€shod optical switches are dif-
ficult to build: many designs have poor transmission of th&rdd signals and poor ex-
tinction of the undesired ones, and tend to be large and &howur architecture, we focus
on microdisk-type or microring-type add/drop filters. Irspanded silica systems, these
switches have been shown to have insertion losses as low@k @B for the “bus” when
the microdisk is off-resonant; optical loss from the bust@drop port can be as low as 0.3
dB when the system is reson&#it On-chip switches in semiconductor platforms do not
typically feature such nearly ideal behavior but continu@rprove. For examplel0 ym
by 12 pm multi-ring add-drop switches with a loss of a few dB wereergty demonstrated
in a silicon platform&=.

We need to individually control the resonance of every @bticicrodisk in the circuit;
these microdisks provide the add/drop switches and qudsitig cavities. Ultimately, it is
the ability to rapidly move these microdisk resonators antd out of near-resonance with
the waveguided control light that provides the quantum pdtimg capability. A candi-
date method for this is to employ the optical nonlinearityhef semiconductor substrate.
A strong, below-gap laser beam focused from above onto otieeafavities will shift its
index of refraction through a combination of heating, @rdreation, and intrinsic opti-
cal nonlinearitie$Z. The laser pulses for this may be carried through free space &
micromirror array.

To complete the architecture, we will also need mode-lodksdrs for single-qubit
control, modulated CW-lasers for quantum non-demolit@ND) measurements as well
as deterministic and heralded entanglement gates, andgibdes to measure the intensity
of the control light. Lasers and photodiodes are expensiymth space and manufactur-
ing cost, so an ideal system will be carefully engineereditanrize the number required.
Mode-locked lasers with repetition frequency tuned to taenhor frequency of spin qubits
will be used for fast single-qubit rotatio®s”. These lasers may be directed by the same
micromirror used for switching. More slowly modulated diexfrequency lasers will be
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used for qubit initialization, measurement, and entanglgmoperations. These lasers may
be incorporated into the chip, or injected via a variety afing technologies. The pho-
todiodes are intended to measure intensity of pulses wathstinds to millions of photons,
rather than single-photon counting, which allows the gulsi of fast, on-chip, cavity-
enhanced photodiodes; however, off-chip detectors may dre practical depending on
the semiconductor employed.

These resources are crucial, as they are needed for evepg-sjnbit measurement
and heralded entangling operation. These operations @denihe operation of a cluster-
state-based quantum computer. However, these same tegiesare evolving rapidly for
classical optoelectronic interconnects, and are expéotedntinue to improve in coming
years.

3.3. Executing Physical Gates

Four types of physical gates are employed in this architectu

The first type of gate is arbitrary single qubit rotationsjethmay be performed effi-
ciently using picosecond pulses from a semiconductor mocked laser with pulse repeti-
tion frequency tuned to the qubit’s Larmor freque@@. A cavity is not needed for this
operation, and the pulses used are sufficiently far detuoedthe qubit and the cavity res-
onance that the cavity plays little role. The phase and asfgéach rotation is determined
via switching pulses through fixed delay routes, as destiib®ef.[67. The performance
of this gate is limited by spurious excitations created m\ftinity of the quantum dot by
the puIs@ and not by optical loss or other architectural considenatio

The next type of gate is the quantum-non-demolition QND messent of a single
qubit. This gate is critical, since the initialization aneéasurement of every qubit is very
frequent in our tQEC architecture, and the QND gate allovth.bdh QND measurement
makes use of the optical microcavity containing the dot, @metrates with the cavity well
detuned from the dot’s optical transitions. In such a comégan, an optical transition to
one qubit ground state may present a different effectivexnaf refraction for a cavity
mode than the optical transition to the other qubit groumdestThis results in a qubit-
dependent optical phase shift of a slow optical pulse calipleand out of the waveguide.
This optical pulse may then be mixed with an unshifted pulsenfthe same laser to ac-
complish a homodyne measurement of the phase shift. In orsioa of this scheme, this
phase is detected as a change in the polarization directiariioearly polarized optical
probe beam; this has been demonstrated for quantum dotsi and WithoJ& a
microcavity; larger phase shifts have also been observedurtral dots in improved pho-
tonic crystal cavitie52. Simulations indicate that pulses with a timescale of al®0tps
may be used for this g

These first two gate types are single-qubit gates. For géngentanglement between
distant qubits, two further gates are employed: a detestidninearest-neighbor gate, and
a non-deterministic gate for heralded entanglement géoar@r distant qubits.

The deterministic, nearest-neighbor gate will be medidtgd common microdisk
mode connecting the cavities joining nearby qubits. Thesploat amplitude of this cavity
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mode may be altered by the state of the qubits with whichétraxtts, which in turn changes
the phase or population of those qubits. The gate is achigyediving the coupled cavity
mode with one or more appropriately modulated optical mulsam a CW laser. The light
is allowed to leak out of the cavity and may then be discardéd.amplitude version of
such a gate was proposed in 1999 by Imamoglu @ahnd may be viewed as a pair of
stimulated Raman transitions for two qubits driven by two @akrs and their common
cavity mode. This gate is known to require higheavities. The phase version of this
gate, described in Ref, B1, is an adaptation of the “qubutsgaroposed by Spiller et al.
in 200@; more detailed design and simulation of this gate in thegmesontext is in
progre@.

If such deterministic gates are available, one may naguesk whether a fully two-
dimensional architecture of coupled qubits is more viabsntthe communication-based
architecture we present here. Indeed, if truly reliableitga®@ED systems can be devel-
oped in the large-scale, deterministic photonic-bas tmay enable highly promis-
ing single-photon-based architectures for t@CHowever, the devices that will enable
deterministic CQED gates in solid-state systems are uglikebe fully reliable.

In particular, high-fidelity deterministic gates requirdremely low optical loss be-
tween qubits, and therefore cannot easily survive couptngtraight waveguides or to
other elements in the photonic circuit such as switches dosildi For generating entan-
glement through these elements, stochastic but heraldadgleament schemes are used,
similar to gates in linear optics except with physical quammemory. Combined with lo-
cal single-qubit rotations, QND measurements, and detéstid nearest-neighbor gates,
this heralded entanglement allows quantum teleportatitamalded entanglement is the
bottleneck resource in quantum wiring. Heralded entangtgrgates come in several fla-
vors, but fortunately each type requires the same basi¢ gndicavity resource; they vary
in the strength of the optical field used and the method ofaptletection. Which type to
employ depends on the amount of loss between the qubits totaegied.

For qubits with relatively low loss between them, such as¢hooupled to a common
waveguide without traversing to the drop port of a switchcatled “hybrid” schemes are
attractivi668, |n these schemes, the QND measurement discussed aboverisied to
two qubits, distinguishing odd-parity qubit subspacesnfreven-parity states. For some
detection schemes, such afhomodyne detection, this parity gate may be deterministic
up to single-qubit operations which depend on measurenesnitt . If such parity
gates are available, “repeat-until-success” schemesu@ntgm computation are very at-
tractive@, and have been proposed for use in multicomputer-likeidiged system@ﬁ.
However, if weak CQED nonlinearities are employed with yoasveguides, these detec-
tion schemes fa . In this casep-homodyne detection may still show strong perfor-
mance, but the parity gate is incomplete. The heralded measnt of an odd-parity state
may project qubits into an entangled state with probabilitys0%, but when this fails
no entanglement is present. As in schemes using linearsplits allows probabilistic
quantum logic. With the addition of an extra ancilla quHiistpartial parity-gate may be
combined into a probabilistic CNOT gate for entanglemenmifization.

This scheme is attractive due to its use of relatively brigker light and near ideal
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probability of successful heralding. However, it is striyngubject to loss, as has been
discussed previous@. More complex measurement schemes may improve the fidelity
of such gates at the expense of their probability of hergldilsucces@i For very lossy
connections, the number of photons in the optical pulse trighreduced to an average
of less than one photon, in which case single-photon strwgtecheme@m would
be employed. These schemes succeed much more infreqasrthgy rely on the click of
a single photon detector projecting the combined qubitihsystem into one where no
photons were lost, a possibility whose probability decesasith loss. Here, we consider
only many-photon qubus gates using homodyne detectiorsesstied in Ref. 68; we com-
pensate for different connections with different loss sataly by changing the intensity
of the optical pulses employed, whose optimum varies wifis.|d0’he detection scheme
remains constant across the architecture.

Although proposals for nonlocal, deterministic gatestettieir performance is always
hindered by optical loss. This is an inevitability: if pha®are mediating information
between qubits, the loss of those photons into the envirabhmevitably reveals some in-
formation about the quantum states of the qubits, causioghd®ence. A well-designed
photon-mediated architecture should use a hierarchy dabphmediation schemes to pro-
vide high-success-probability gates at low distances agtdyhloss-tolerant gates at higher
distances, and the qubus mechanisms allow some degreerafdhieal tuning without
adding extra physical resources.

In the present discussion, we discuss performance entimeigrms of optical loss.
Photons may be lost in waveguides, from cavities, from thétycavaveguide interfaces,
and from spontaneous emission. An approximation of the atnafidecoherence-causing
loss at a quantum-dot-loaded cavity and cavity/waveguiderface, when running hy-
brid CQED-based gates optimally, is the inverse of the cratjpty factor C' 68 This
factor arises from the ratio of spontaneous emission intavitycmode (assumed to be
overcoupled to the waveguide) to spontaneous emissioroth&r modes. It scales as the
quality factor of the cavity divided by its mode volume, se ttavities containing qubits
are designed small to maximize this factor. When we discus#-tp-qubit optical loss,
this loss should be considered as the linear loss in the wéegonnecting the qubits
plus about” . Cooperativity factors between self-assembled quantusiatal the whis-
pering gallery modes of suspended microdisks have beenrstmapproach 10@@,
corresponding to a cavity-induced loss limit of 0.04 dB.

4. Architecture: Layout and Operational Basics

In this section, we qualitatively describe our architeetand its operation. Many of the
design decisions described here will be justified numédyidalSectior{5.

4.1. Architecture Axes

The basic structural element of our system is one-dimeasiarwaveguide with a tangent
series of microdisks, each connected to one or more smalteodisks containing quan-
tum dots, as in Fid.]2. The shared bus nature of a single walegidfers the advantage
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that the qubit at one end can communicate quickly and easily thve qubit at the other
end; this long-distance interaction has the potential telerate some algorithms and aids
in defect tolerance, as we will show below. However, tharetianature makes the bus
itself a performancéottleneckin the system, as contention for access to the bus and the
measurement device forces some actions to be post%ed

This limitation on concurrent operation makes it naturattmsider using multiple
columns. Columns are connected by teleportation, aidedebbgldied entanglement and
purification. The resulting structure, developed in FiguBetd®, is a set of many columns,
defined by long, vertical waveguides, interspersed withllemaircular and oval waveg-
uides, and qubits in cavities tangential to the waveguidlke.vertical waveguides are of
two types:logic waveguides, which are used to execute operations betwdxts guithin
one column, andeleportationwaveguides, which are used to create and purify connec-
tions between columns within a single chip or between chipg small, colored circles
represent the smallest microcavities containing quardoirgubits. The different colors
represent different roles for particular qubits, which vescribe in Section 4.2. The tele-
portation columns do not use the smaller, higecircular waveguides to couple qubits
deterministically. Instead, as in Figufds 3 &fd 4, they asgef racetrack-shaped waveg-
uides that can support a larger number of qubits which arg stokchastically entangled,
called transceiver qubits. The qubits along one racetrackbe used to purify ancilla
qubits, allowing us to connect qubits in potentially distparts of the chip, or to connect
to off-chip resources.

The architecture in Fi@l5 is designed to minimize both thegtk of waveguides and the
number of switches traversed by pulses carrying quantuarrmdtion. Note that signals
introduced onto the waveguide snaking through the chip mall be perfectly switched
into the detectors, implying some accumulated noise; hewévis effect can be mitigated
with appropriate detector time binning and sufficientlygmicrodiskQ-factors in the
switches.

A single node has two axes of growth. The length of a logicalegaide column and
the number of columns provide the basic rectangular layahith will have some flexibil-
ity but is ultimately limited by the size of chip that can bagtically fabricated, packaged
and used. To give a concrete example, if we set the vertiealisg of the red lattice qubits
to 50 um and the column-to-column spacinglt@) xm, 100 qubits in each vertical column
and 100 columns will result in the active area of the chip §&mm by 10 mm.

A third axis of growth is the number of chips that are conneéatéo the overall system
— the number of nodes in our multicomputer. In previous war&,have been concerned
with the topology and richness of the interconnection netwmetween the nodes of a
multicomputer using CSS codes, finding that a linear netvimddequate for many pur-
pose . The extension of nodes into the serpentine teleportatmreguide in Fig. b
enables such a linear-network multicomputer, althoughatiditional necessary resources
for bridging lossier chip-to-chip connections will not bensidered here.

The structures in our architecture are large by modern Vit&idards; the principle
fabrication difficulty is accurate creation of the gap betwehe cavities and the waveg-
uides. That spacing must be 10-100nm, depending on the diskrand waveguide size
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and quality factor$S. The roughness of the cavity edge is a key fabrication cheviatic
that determines the quality of the cavity, and ultimately shiccess of our device.
Although the device architecture and quantum dot techryolg not yet fixed, we
include images of test-devices fabricated using e-bedodiaphy following the method-
ology described in Ref. 93, only to help visualize futureides. Figure§]2 arld 3 include
scanning electron microscope images of a device createdSaAs wafer containing a
layer of self-assembled InAs quantum d8& More scalable fabrication techniques than
e-beam lithography must ultimately be developed for sdttigtpromising routes include
nanoimprint lithograph¥= and deep sub-wavelength photolithogra@i@@

4.2. Qubit Roles and Basic Circuits

The different colors for the qubit quantum dots in Figlure @resent different roles within
the system. Physically, the cavities are identical, buy time coupled to different waveg-
uides, allowing them to interact directly with differentsef qubits. Within those connec-
tivity constraints, their roles are software-defined anxilflle. Finding the correct hardware
balance among the separate roles is a key engineering problee answer will depend
on many parameters of the physical system, including theek switches and couplers,
and will no doubt change with each successive technolog@atration.

The red qubits in the figures, in the column vertically plabetiveen the larger circles,
are thelattice qubits. Those that are functional are assigned an effegtivg) position in
the 2-D lattice used to implement tQEC. These are subsegubvided intocodequbits,
which are never directly measured, ayhdromejubits, which are regularly measured fol-
lowing connections to code qubits in order to maintain thpotogically protected surface
code. The ideal number and density of syndrome qubits amaaheg qubits depends on the
yield. Within a column, all functional nearest neighborrpadf qubits can be coupled in
parallel. Non-nearest-neighbor couplings can only ocequentially. For very low yields,
in which code qubits rarely have nearest-neighbor couplingly a few syndrome qubits
per column are required as the syndrome circuits must kalbgeimplemented sequentially,
implying the syndrome qubits can be reused.

The blue qubits, otransceiverqubits, are aligned with the racetracks and the long pu-
rification waveguides. These qubits are used to create Bet petween column groups
within the same device, or between devices. Because ptioficés a very resource-
intensive process, the transceiver qubits are numeritalglominant type.

The green qubits, sandwiched between the column of circldslae column of race-
tracks, arancillaqubits, used to deterministically connect stochasticakated entangled
states among (blue) transceiver qubits to (red) latticaetgLibhe green qubits also play an
auxiliary role during the purification of the blue qubits.

The circuit, or program, for executing purification on thadhubits is shown in Fig-
ure[3. The blue qubits have previously been measured antisseérnitialized to a known
state. Then, qubits in a given teleportation column of Feffliare entangled with qubits
in either the same column or the one neighbouring it to thet tiging the heralded entan-
glement generation technique discussed in[Set. 3.3. Natevtiveguide loss prevents the
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efficient entangling of qubits in widely separated teleption columns. In general, a laser
pulse is inserted in the teleportation waveguide at a giwduinen, coupled with a qubit in
that column, coupled with a second qubit either in that calamthe one neighbouring it to
its right and then switched out of the teleportation wavdguind measured. This process
is repeated in rapid succession, building a pool of low-figeintangled pairs, creating the

| &) states at the left edge of Figure 3.

Cavity containing quantum dot
for lattice qubit

./Microdisk .

waveguide

9s|nd a1en

N
|
apinbanem 51607
P
@

Ancilla qubit

(@) (b)

Fig. 2. (a) Layout and pulse path for executing a local, Highlity controlled-Z gate. An optical pulse couples
from the straight waveguide to the microdisk waveguide;tthe qubits of interest are introduced to the logic
gate by bringing their cavities into resonance with theagbtpulse. (b) Scanning electron micrograph of a non-
functional demonstration device, fabricated in GaAs withghown) InAs quantum dot layer. The structures are
underetched following the methods presented in Ref. 93.

Once the base-level entangled pairs are created, the tcircUfigure[3 is exe-
cuted within each column, which employs two probabilistarify gates to achieve the
controlled-NOT operations used in entanglement purificatPurification proceeds until
entangled state fidelities are considered sufficient forpaation. At that time the puri-
fied entanglement between blue transceiver qubits is usedke an appropriate entangled
(green) ancilla which are connected to the target lattidatqu

Finally, the high-fidelity Bell pairs are used to create tQ&C€ lattice, using the clus-
tering circuit shown in Fid.14.

4.3. Lattice

The mostimportantissue in the generation of a cluster Biater geometry is the physical
asymmetry between connections within a column, those wittlerocolumns, and those
between dies. The hierarchy of connection distances inysties will be characterized in
terms of the number of laser pulses and measurements réqaiaehieve entanglement of
a particular fidelity.

Entangling two qubits connected to the same circular wadegs straightforward; we
can refer to these as “cavity connected” or “C-connectedtd®acks are a longer, and
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To another column, chip, Switch —"O’\.
or racetrack Transceiver qubit o Logic
° - )
Ancilla qubit & ) waveguide
Lattice qubit

apinbanem
uopedyung

-

Racetrack Purification
Waveguide Waveguide

(@) (b) (©

Fig. 3. (a) Partial circuit for executing purification on tpdistance Bell pairs. The diamonds represent a proba-
bilistic parity gate which projects two qubits into an odakipy subspace with probability of approximately 50%.
These gates are achieved via pulses routed through theagicetaveguides via the ring-waveguide labelled
“switch”. All measurements are in th& basis. (b) The basic layout unit is a column of racetrack arailar
waveguides sandwiched between the straight purificatidragic waveguides. (c) Zoom-out of the same device
shown in Fig[2(b).

slightly lower-fidelity, form of cavity; we refer to two arlae or two transceiver qubits on
the same racetrack as “R-connected”, or racetrack-coed€bivo lattice qubits connected
through an R-connected Bell pair are said to be indirecthyneated, or “I-connected”.

Within a logic column, many deterministic gates on C-coneeaubits can be per-
formed without purification, and a high level of parallelismay be employed. The pulses
that execute deterministic gates on the logic waveguideleointo the cavities only
weakly, and do not need to be measured after the gate, makpogsible that the same
strong pulse could be used to execute several gates conttyrfewe label the qubits with
the patternABABA..., we may be able to couple all of th&B pairs in one entangling
time slot, then couple all of thB A pairs in the second time slot.

The fidelity of W connections is dominated by the efficiencgadipling pulses into and
out of cavities, as the loss in the waveguide will be neglgitwhen connecting two lattice
qubits in columns separated by a purification waveguide agaire moderate amounts of
purification. The purification ancillae are themselves Wirgected; the post-purification
lattice connection we refer to a$}; -connected”.

Finally, qubits that do not share the same purification waidgymust be connected
using a pulse that transits one or more switches. We refdreset physical connections
as X or X, ; connections, whereis the number of switches arjdis the number of /0O
ports that must be transited. Lattice qubits connected pétefication we refer to a®x -
connected.

The Py-connections andx -connections will be most strongly subject to bottlenecks
from the limited number of laser pulses and detection evientgir architecture, and are
therefore the focus of our numeric studies in the next sectio
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Fig. 4. (a) Partial circuit and (b) qubit/cavity layout andlge path for executing long-distance clustering op-
erations. This circuit and a matching one elsewhere in tetesy execute the logical controlled-Z gate between
two lattice (red) qubits in a teleported fashion (which wé wdegate) by using a high-fidelity Bell pair built on
transceiver (blue) qubits. The four qubits used in thisuifrare highlighted in the layout. The second transceiver
qubit and the ancilla (green) are used as ancillae in thisiitirThe diamonds represent probabilistie & 50%)
parity gates on the racetrack-shaped waveguide, betw#ear &ie two transceiver qubits or the transceiver and
the ancilla. The gate in the dashed-line box in (a) is exechteenabling the two qubits in the box in (b). All
measurements are in té basis. The physical CZ gate in the top row is performed usiegircuit of FiguréR.

5. Resource Estimates

Given a set of technological constraints (pulse rate, eats, qubit size, maximum die
size), a complete architecture will balance a set of trddeoffind a sweet spot that effi-
ciently meets the system requirements (application perdoice, success probability, cost).
Minimizing lattice refresh time is the key to both applicatilevel performance and fault
tolerance, but demands increased parallelism (hence gosr system, this favors a very
wide, shallow lattice, which is more difficult to use effey at the application level. In-
creasing the number of application qubits increases thallphsm of many applications
(including the modular exponentiation that is the botttdair Shor’s algorithm), but if
the space dedicated to the singular factory does not ineqgaportionally, performance
will not improve.

We begin by describing the communication costs and the itrgfdoss on the lattice
refresh cycle time in a generic 2-D multicomputer layoudnirwhich we can calculate the
effective logical clock cycle time for executing gates oplagation qubits. With these con-
cepts in hand, we then propose an architecture, and caldtdgirospective performance.
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Fig. 5. The nanophotonic quantum multicomputer architect$mall microdisks containing lattice, ancilla,
and transceiver qubits are color-coded while waveguidesnaicrodisk-based add-drop switches are indicated
by black lines. This schematic indicates the critical elete@f the nanophotonic chip-layout described in the
text, but the structures shown are not to-scale. In paatictihe modulated CW lasers and detectors shown are
the largest elements and are likely to be off-chip. The pigueses indicate the location of beam-splitters defined
by evanescently coupled ridge-waveguides, which splihglsilaser pulse (indicated by a blue line) into probe
(red line) and local oscillator (LO, green line) optical ges. These pulses travel two paths; one is buffered by
a serpentine waveguide which delays the probe by severestitre pulse width of approximately 100 ps. (The
pulse colors are schematic only; these pulses are to be fimmatic.) The probe is switched to follow the LO
along the same route through the teleportation waveguitiiseacore chip, which depend on the qubits to be
coupled. Single passes from top-to-bottom, such as thetaversby the red and green lines, enable the similar
“W connections” and “Pw connections” between qubits as show the right. A U-shaped path (not-shown)
would enable the longer-distance “X” and “Px” connectiohasers directly coupled into waveguides enable
C connections and mediate logic within the circular mics&diconnecting lattice qubits to ancilla qubits. The
rectangular region in the center is repeated many timexalytand horizontally.

Homodyne Detection

5.1. Communications and Lattice Refresh

Figure[® shows the residual infidelity and the cost in telegimm waveguide pulses
as a function of the loss in the probe beam from qubit to quivd@ugh the waveguides.
Purification is performed using only Bell pairs of symmefiitelities, and is run until final
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Fig. 6. For qubus connections, impact of signal loss on tta fiidelity achievable using symmetric purification.
Error bars represent the RMS of the number of pulses, whicloge to the average number; the distribution is
strongly Poisson-like.

fidelity saturates or until fidelity is better than 99.5%. Twe curves represent two values
of round-trip loss in the racetrack waveguides used forllpagty gates; with local loss of
0.2%, we cannot achieve a final fidelity above the threshald@&C. Thus, we establish
an engineering goal of 0.02% loss or better.

The values in Fid.J6 are calculated by generating a Markobaidity matrix for the
protocol of symmetric purificati(gm, where each matrix transition requires the gener-
ation and detection of an optical pulse in the teleportatiaveguide. Probabilities and
fidelities for each step are found using the formalism prieskim Ref[68. Many of these
transitions are deterministic, but some are not due to tblegiility of parity gates failing
or the purification protocol failing. Exponentiation of shinatrix allows the direct calcu-
lation of the probability of completing the protocol in a givhumber of steps, allowing
calculation of the probability density function for comgibe of purification vs. number
of optical pulses. These probability distributions aremsgly Poissonian. They are used to
calculate the average and root-mean-square number ofspltstted in Fig[B.

This Markov analysis is useful for estimating performarag, overestimates the re-
quired spatial and temporal resources considerably. Tielptsymmetric purification
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routine assumed here makes less than ideal use of qubit rypafiernative resource man-
agement strategies can lead to order-of-magnitude imprewés in speed without a com-
parable increase in size, as considered, for example, ifdRefAlso, the calculation we
have performed assumes that when parity gates fail in tleaitshown in Fig[B(a), the
entire procedure fails and entangled pairs must be regedeaad repurified. In fact, if one
parity gate succeeds and the other fails, then one Bell pagepves some of its entangle
ment and may be kept, possibly with a Pauli correction, fbiseguent purification rounds.
Optimizing the purification procedure to account for suchkgioilities is difficult to do an-
alytically; Monte Carlo simulations such as those in Ref.n38y estimate the worth of
these strategies, but we leave such simulations for futoré&.w

With the proper layout, we can connect multiple chips intwa-tlimensional structure.
With V' rows of H chips each, and a chip that consistgbtolumns each containing
rows of lattice qubits, we have a physical structure capabBipporting anHC x VR
lattice. In such a multicomputer, entangling pulses maydstided for another qubit in the
same column in the same chip, another qubit in the same cdbuitnthe chip below, or in
the neighboring column to the left or right. With multiplegsible destinations, switching
is naturally required; we can arrange the switching so tledtical connections ar&’; ;
connections and horizontal ones aXg; connections. Assessing the scalability of such
a system and establishing guidelines for configuring theesyslepend on understanding
these connections.

Tablel lists the costs for the lattice building operationsoch a switched multicom-
puter architecture. We compare two logical lattices, aatinappedH C' x V R logical
lattice and a sub-lattice-organizéfiC's x V R/s logical lattice in which each physical
columnis used as a small/s x s Iatticeﬂ. The physical yield affects the probability that
two neighboring lattice qubits and their shared ancillaggred, and hence the probability
that aC' connection can be used. Additionally, for low yields< 0.8), we assign only a
few qubits per column as tQEC syndrome qubits, forcing #ilda cycle operations to use
Py -connected gates.

Table 1. Number and types of connections per physical wastedor lattice-building for ani{ x V'
multicomputer withC' x R lattice qubits per node anll C total laser input ports and lattice sub-factor
Expressions assunfe mod s = 0. Ry = Rye = Ryp(1 — (1 — yp)?), the functional number of qubits

in a column.
Connection type 100% yield physical yieldy;,
C 2V(R — s) ne = 2V(Ry — s)yZ (fory, > 0.8) or 0
(yp < 0.8)
Py V(2R — R/s) ny :V(QRf—Rf/S)+2V(Rf—S)—TLC
V neighbor Px (X1,1)) 2s(V —1) nxi =2s(V —1)
H neighbor Px (X2,1)) VR/s nx2 =VRy/s

We observe several qualitative facts about this architectu

bThe table assumes th& mod s = 0. Although that is not a requirement, the expressions are romplex
for R mod s # 0; without careful structuring, potentially as many as hdlfree Py, connections may become
PX for X171.
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e The lattice cycle time is constant &6 increases, but the number of lasers and
measurement devices must increase proportionally.

e To first order, the lattice cycle time scales linearly with?, but second-order
effects will likely make it worse than linear.

e The number ofX, ; connections favors a sub-lattice with a largéut the mini-
mum size of the logical lattice limits; we requireldd < VR/s.

e Increasing lattice cycle time hurts fidelity due to memorgrmelation.

e Increasing lattice cycle time hurts application perforggn

The total lattice refresh cycle time i&,: = tpuisePiat, Wherep,, is the number of
pulse time steps in the complete cycle. The final, logicatklate for application gates
depends on both the refresh cycle and the temporal extene dédittice holes as they move
through the system to execute logical gates. We can visudiz movement of the holes
through the temporal dimension as “pipes” routed in a pse+ospace. To maintain the
same4d perimeter and spacing about the hole as it extends into thpdeal dimension,
each hole movement will also have to extend Jdrlattice refresh cycles. We have used
d = 14 as the length of one side of each square hole. The temporaingpmust be
4d = 56, implying that the fastest rate at which hole braiding cacunés 54 = 70 lattice
refresh cycles.

In our architecture, the logical clock ratefd?). The number of refresh cycles per
logical gate is©(d). The refresh time itself i2(R) = Q(d); because we must choose
R x d, the number of pulses grows at least linearlylifAs the columns lengthen, fidelity
falls and the number of pulses per cycle grows, creating diy®$eedback ind and cycle
time.

5.2. Proposed Architecture and Performance

Table[2 summarizes our initial strawman architecture,ategiin Fig[®%. To factor an-bit
number using Shor’s algorithm, we would like to hase logical qubits. Having estab-
lished a goal of factoring a 2,048-bit number, we need 12|@gi8al qubits.

Ultimately, the execution of application algorithms in tQEequires, as at the physical
level, two components: communication and computationi¢algommunication consists
of routing the pipes through the pseudo-3-D lattice. Thapespcan route through the
space with only a fixed temporal extent, allowing the eqeimabf “long distance” gates in
the circuit model. They do, however, consume space in thiedatreating a direct tradeoff
between the physical size of the system and the time consukdelitionally, the shape of
the logical lattice determines how efficiently logical gisbian be placed and routed. We
assign 25% of the logical qubit space for wiring and hole nno@et space.

Computation, for many algorithms, will be dominated by ®diffjates; as some of the
operations are probabilistic, an average of over§esnd T states are required for each.
Shor’s algorithm requires sordén? Toffoli gates:5n? adder call302 (after optimizations
to modulo arithmetic and one level of indirection in the minetic , each requiring
10n Toffoli gates@. The total of40n3 = 3.2 x 10'! Toffoli gates require over0'? S
states. Again, a direct tradeoff can be made between spddaaa) as thes states can be
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Table 2.  Summary of our proposed serpentine, add-drop ditritecture. M= 220 ~ 106,

System Hardware

Chip lattice,C x R 128 x 770

Multicomputer setupH x V' 65536 x 1

Physical lattice size (in qubits) 8Mx 770 = 6.46 x 10

Laser ports 4M

Measurement devices 16M
Purification/entanglement pulse rate 10 GHz

Switch type add-drop filter

Required physical yield yp = 40%

Effective yield for lattice qubits ye = yp(1 — (1 —yp)?) = 25.6%
Functional column height Ry = Rye = 196

Required local optical loss 0.02%

Required adjusted gate error rate Perr < Pehresh/4 ~ 0.2%
Required memory coherence time tmem > 1000t;,; = 49 msec
Communication Costs

W, Py, connection 0.1dB,pw = 111 pulses
Xo,0, Px conn. (neighboring column) 0.4dB,px = 1068 pulses
Lattice Operations

Sub-lattice factos 1

Logical lattice 8M x196

Pulses per lattice cycle (avg.) Plat ~ nwpw + nxopx = 4.9 x 10°
Lattice cycle time tiat = Plattpulse = 49 psec
Logical Qubit Operations

Hole separation constant d=14

Lattice area per qubit (at rest, loosely packgd)l4d x 9d = 196 x 126 = 24696
Lattice area per qubit (at rest, tightly packefl) 10d x 5d = 140 x 70 = 9800

Hole movement time tmove = Hdt;qr = 3.41 msec
Hole braiding time thraid = ddtjqr = 3.41 msec
Toffoli gate construction Nielsen & Chuan@, p. 182
Finished|S) states per Toffoli gate (avg.) 115

Total braidings of.S) states per Toffoli 1795

Toffoli gate timet,,, ¢ ~ 14tprqiq = 48 msec
Application Operations

Maximum capacity, in logical qubits 119836

Number of application logical qubits 6n = 12288

|S) factory space 77589

“wiring” space 25% = 29959

Shor

Length of number to be factored n = 2048

Adder Carry-lookahead

Adder time taqq = 4logy ntyop = 2.1 seconds
Modulo & indirect arithmetic w = 2,p = 11, ~ 5x faster than basic VB@IE
Number of adder calls Ngqq = 4n? = 1.68 x 107
Number of adders executed in parallel 1

Number of Toffoli gates Niop = 40n3 = 3.2 x 1011
Time to execute algorithm only 3.5 x 107 seconds (409 days)
Time to create singular states 2.7 x 107 seconds (314 days)
Final execution time 409 days

built in parallel. For our system and this size of problenugio balance is achieved with
about 65% of the logical qubits dedicated to tK& factory.
The multicomputer organization is wide and shallow, to miizie refresh cycle time.
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Fig. 7. Factoring time for 2,048-bit number using Shor'stdaing algorithm. a) Our baseline proposal, with
40% vyield, 0.1dB W connections and 0.4dB X connections, canintproved by increasing the size and
application-level parallelism of the system. Improvinglgi above 40% reduces necessary resources only mod-
erately, but raising the fidelity of the base-level entadgbairs has a major impact on both system size and
performance. b) Achieving low-loss connections is crittogperformance.

Once we have decided to limif to 1, the detailed chip layout simplifies, allowing the
serpentine waveguide shown in Higj. 5. In this architecdtepnnections are high fidelity,
there are nd/ neighbors § ; connections), and connections to neighboring columns
need not leave the chip except at chip boundaries.nThefrom Table[1 is stillV R /s,
but physical connections af€ connections with a loss of only about 0.4dB. The vertical
height of a single chip will only accommodate enough casite a direct-mapped lattice,
s=1.

FigurdTa shows the execution time for our proposed syste2048-bit number should
be factorable in just over 400 days, if the technologicarabteristics in Tablgl2 can be
met. The system is large, requiring more than six billiotidatqubits and several times that
total number when ancillae and transceivers are includéthéapplication level, much
more parallelism is available if a larger system is built.y&tem one hundred times larger
would factor the number in about five days.

Figure[Tb shows execution time as a function of the loss intwarkey connection
types, the intra-column W connections and the inter-colutroonnections. Minimizing
the additional loss incurred in inter-column travel helptdrexecution time within reason-
able bounds.

Reaching toward the desirable lower left corner of Eig. Zaites improving the base-
level entanglement fidelity or reducing the number of pulsssd to purify Bell pairs.
Our system is fairly robust to yield. Below 40% it is diffictidt build a system capable of
running tQEC, but above that level, increasing yield hag anhor effects on temporal and
spatial resources. This gives a clear message: pursudyfidet quality of components at
the expense of yield.



September 17,2009 5:31 WSPC/INSTRUCTION FILE ijgi-cqedha

Distributed Quantum Computation Architecture using Semicictor Nanophotonics 23

6. Discussion

Our design focuses on the communications within a quantumpaier, building on a natu-
ral hierarchy of connectivity ranging from direct couplioigneighbors on one physical axis
of our chip through medium-fidelity, waveguide-based pecatfion coupling on the other
axis, to distant, switched connections requiring sub&thptrrification. Thus, while we re-
fer to our design as a quantum multicomputer with each nodsisting of a single chip,
it is more accurate to regard the connections between gabitscurring on a set of levels
rather than a simple internal/external distinction. Feathdn quantum dots connected via
cavity QED and nanophotonic waveguides and using topadbgicor correction, this pro-
posal represents progress toward a practical quantum demgoehitecture. The physical
technologies are maturing rapidly, and tQEC offers bothrajgenal flexibility and a high
threshold on realistic architectures such as ours.

While the overall architecture (multicomputer) and thetegsbuilding blocks (tQEC,
purification circuits, etc.) have been established, muctkwamains to be done. The most
important pending decision is the actual choice of semiaotat and quantum dot type.
The cavity@ and memory lifetime, which dramatically affect our abilitybuild and main-
tain the lattice cluster state, will be critical factorsmstdecision. The yield of functional
qubits will ultimately drive the types of experiments thes &easible.

With the decision of semiconductor and the key technicahmpaters in hand, it will
become possible to more quantitatively analyze the midtégsign choices of node size,
layout tradeoffs, and the numbers of required lasers antbdlaales. The control system
for managing the qubits and cavity coupling will be a larggiaaering effort involving
optics, electronic circuits, and possibly micromecharetements. Finally, application al-
gorithms need to be implemented and optimized and run-tystems deployed, which
will require the creation of large software tool suites.

One of our goals in this work is to establish target valuesfqgrerimental parameters
that must be achieved for such a large system to work. Forhiedesign and system
configuration we present here, we estimate that the yieldrdtfonal quantum dots must
be at leasti0%, the local optical loss must be better th&62%, the adjusted gate error
rate better thaf.2%, and the memory coherence time absutnilliseconds or more. The
exact values of these goals depend on the architecturensystale, and application; the
entire system is summarized in Table 2.

As afinal comment, the physical resources demanded by tfigecture are daunting.
Other architectures for quantum computers are comparalgitchg. The current work is
intended in large part to reveal the scope of the problemh VWalistic resources such as
lossy waveguides, finite-yield qubits, and finite chip-sizéne added overhead for error
correction makes quantum computers very expensive by mistendards. We must rely
on engineering advancements to improve nanophotonic aamttgpn dot devices as well as
VLSI-like manufacturing capabilities to realize a quantaomputer with a realistic cost.
Indeed, our current understanding of how to make very latgetum computers is of-
ten likened to classical computers before VLSI techniqueewleveloped. The successful
technologies enabling practical approaches to buildirgglaomputers are likely yet to be
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discovered, but architectures such as the one we have pedsamd the defect-tolerant,
communication-oriented design principles we have useéxpected to provide the guid-
ing context for these new technologies.
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Abstract. We address the challenge of designing a quantum computer
architecture with a layered framework that is modular and facilitates fault-
tolerance. The framework is flexible and could be used for analysis and comparison
of differing quantum computer designs. Using this framework, we develop a
complete, layered architecture for quantum computing with optically controlled
quantum dots, showing how a myriad of technologies must operate synchronously
to achieve fault-tolerance. Our design deliberately takes advantage of the large
possibilities for integration afforded by semiconductor fabrication. Quantum
information is stored in the electron spin states of a charged quantum dot
controlled by ultrafast optical pulses. Optical control makes this system very
fast, scalable to large problem sizes, and extensible to quantum communication
or distributed architectures. The design of this quantum computer centers on error
correction in the form of a topological surface code, which requires only local and
nearest-neighbor gates. We analyze several important issues of the surface code
that are relevant to an architecture, such as resource accounting and the use of
Pauli frames. Furthermore, we investigate the performance of this system and
find that Shor’s factoring algorithm for a 2048-bit number can be executed in
approximately one week.

PACS numbers: 03.67.Pp, 03.67.Lx, 85.35.Be, 73.21.La, 85.40.Hp
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1. Introduction to the Layered Architecture

A computer architecture defines and organizes the components of a system, their roles,
and the interfaces between them. In computer systems, the architecture of a system
determines its performance, the difficulty of implementation, and its flexibility. A
good architecture exposes the strengths of its underlying technologies while avoiding
unnecessary dependence on a specific technology, allowing independent evolution
over time, and occasionally wholesale replacement of components or subsystems.
Developing a flexible framework is particularly important for the nascent field of
quantum computing, where relatively little work on architecture has been performed.
This problem is important since an architecture provides structure, not only for the
quantum computer itself but also for the designers — organizing the system design
can also serve to organize the conceptual and logistical problems of engineering a
computer.

Here, we propose a layered architecture for quantum computing which is both
modular and fault-tolerant. The objective is to develop a framework for building
up a quantum computer from individual components, while also providing a means
to compare different approaches to quantum computing, such as nitrogen-vacancy
centers in diamond, quantum dots, trapped ions, or atoms in optical lattices |1]. This
architecture has many universal aspects applicable to different physical hardware,
but to make this discussion concrete, we introduce a new quantum computer
architecture based on Quantum Dots with Optically-controlled Spins, or QuDOS.
The organizing principles of the architecture are explained as this specific quantum
computer implementation is developed step-by-step.

1.1. Prior Work on Quantum Computer Architecture

Many different quantum computing technologies are under experimental investiga-
tion [1]. Since DiVincenzo introduced his fundamental criteria for a viable quantum
computing technology [2] and Steane emphasized the difficulty of designing systems
capable of running quantum error correction (QEC) adequately [3}/4], several groups of
researchers have outlined various additional taxonomies addressing the architectural
needs of large-scale systems [5,/6]. For many technologies, small-scale interconnects
have been proposed, but the problems of organizing subsystems using these techniques
into a complete architecture for a large-scale system have been addressed by only a few
researchers. In particular, the issue of heterogeneity in systems has received relatively
little attention.

Kielpinski et al. proposed a scalable ion trap technology utilizing separate memory
and computing areas [7]. Because quantum error correction requires rapid cycling
across all physical qubits in the system, this approach is best used as a unit cell
replicated across a larger system. Other researchers have proposed homogeneous
systems built around this basic concept. One common structure is a recursive H
tree, which works well with a small number of layers of a Calderbank-Shor-Steane
(CSS) code, targeted explicitly at ion trap systems [8/[9]. Oskin et al. [10], building on
the Kane solid-state NMR, technology [11], proposed a loose lattice of sites, explicitly
considering the issues of classical control and movement of quantum data in scalable
systems, but without a specific plan for QEC. Duan and Monroe proposed the use of
photonic qubits to distribute entanglement between ions located in distant traps |12],
and such photonic channels could be utilized to realize a modular, scalable distributed
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quantum computer [13]. Fowler et al. [14] investigated a Josephson junction flux
qubit architecture considering the extreme difficulties of routing both the quantum
couplers and large numbers of classical control lines, producing a structure with
support for CSS codes and logical qubits organized in a line. Whitney et al. [15}/16]
have investigated automated layout and optimization of circuit designs specifically for
ion trap architectures, and Isailovic et al. [17,[18] have studied interconnection and
data throughput issues in similar ion trap systems.

With the recent advances in the operation of the topological codes and its
desirable characteristics of a high practical threshold and need for only nearest-
neighbor interactions, research effort has shifted toward architectures capable of
building and maintaining large two- and three-dimensional cluster states [19}20].

The abstract framework of a quantum multicomputer |21] recognizes that large-
scale systems demand heterogeneous interconnects; in most quantum computing
technologies, it may not be possible to build monolithic systems that contain, couple,
and control billions of physical qubits. This architectural framework was extended
in a recent paper designed around nanophotonic coupling of electron spin quantum
dots that explicitly uses multiple levels of interconnect with varying coupling fidelities
(hence, purification requirements), as well as the ability to operate with a very low
yield of functional devices [22]. Although that proposed system has many attractive
features, concerns about the difficulty of fabricating adequately high quality optical
components and the desire to reduce the surface code lattice cycle time led to the
architecture proposed in this paper.

1.2. Layered Framework

A good architecture must have a simple structure while also efficiently managing
the complex array of resources in a quantum computer. Our architecture consists
of five layers, where each layer has a prescribed set of duties to accomplish. The
interface between two layers is defined by the services a lower layer provides to the
one above it. To execute an operation a layer must issue commands to the layer
below and process the results. The utility of this scheme is that the many functions
in a quantum computer are organized in a manner that aids understanding for the
designer and translates directly into an effective control structure for the device itself.
By organizing the architecture in layers, we deliberately create a modular design for
the quantum computer.

The layered framework can be understood by a control stack which organizes the
operations in the architecture. Figure [I| shows an example of the control stack for
the quantum dot architecture we propose here, but the particular interfaces between
layers will vary according to the physical hardware, quantum error correction, etc.
that one chooses to implement. At the top of the control stack is the Application
layer, where a quantum algorithm is implemented and results are provided to the
user. The bottom Physical layer hosts the raw physical processes underpinning the
quantum computer. The layers between (Virtualization, Quantum Error Correction,
and Logical) are essential for shaping the faulty quantum processes in the Physical
layer into a system of high-accuracy fault-tolerant qubits and quantum gates at the
Application layer.
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Figure 1. Layered control stack which forms the framework of a quantum
computer architecture. Vertical arrows indicate services provided to a higher layer.
Arrows on the left margin indicate that communication protocols are necessary to
connect multiple quantum information devices, but this topic is outside the scope
of this work.

1.3. What is a qubit?

The fundamental unit of information in a quantum computer is the qubit. For
our purposes, we reserve the terminology “qubit” for an isolated system where the
quantum information is closed under SU(2) algebra . A simple example is a two-
level system (TLS), such as the spin of an electron. The reason for this distinction
is to reserve “qubit” for its meaning as an information unit, not a physical system.
As we will show by example in section the underlying physical system may be
more complex than a TLS, but these details are hidden by layers of abstraction in
the architecture. The “qubit” first appears as an output of Layer 2 (Virtualization,
section , where physical processes are organized into quantum information in the
form of “virtual qubits.” Layer 3 (Quantum Error Correction, section constructs a
“logical qubit” from many virtual qubits and gates. These objects and the processes
which create them are explained in detail in subsequent sections.

1.4. Two Ways to Protect Quantum Information

Quantum information is fragile, so the most important role of a fault-tolerant quantum
computing architecture is to protect quantum information from errors caused by
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both coupling to the environment and imperfect control operations. There are two
fundamental approaches to protecting qubits used in the layered architecture. The first
technique addresses systematic errors, which are correlated in time. When considering
decoherence of a qubit, the environment exerts an unknown coupling to the qubit, but
perhaps the noise power spectral density of the bath has a characteristic coherence
time longer than the timescales of control operations. This situation can be addressed
by dynamical decoupling (DD) [24}[25], which is a class of control techniques for
reducing qubit decoherence caused by an environment. Similarly, control pulses may
have a repeatable bias (such as laser intensity fluctuations), so that the same error
is consistent between pulses at different times. Much like DD, there are sequences
of pulses known as compensation sequences [26,27] which reduce control errors by
having multiple faulty pulses combine to create a more accurate quantum gate. This
collection of techniques resides in Layer 2, the Virtualization layer (see section|3)). The
purpose of Layer 2 is to take raw physical processes and shape them into the abstract
components of quantum information — qubits and quantum gates — which is why
the qubit first appears in Layer 2.

The second important method for protecting quantum information is quantum
error correction (QEC) [28]. Much like its classical analogue, QEC encodes quantum
information in an error-correcting code, which is characterized by the ability to identify
and correct arbitrary errors in the fundamental qubits and gates (provided their
probability of occurrence is below a certain threshold). The whole of Layer 3 is devoted
to QEC, which in this investigation is a topological surface code [29]. In general,
other QEC schemes can be incorporated into this architecture. Errors manifest as a
“syndrome” found by projective measurement operations in a “syndrome extraction”
circuit in the quantum computer. QEC fails when the most likely pattern of errors
corresponding to a syndrome is not correct, which happens when error rates are too
high (above threshold). The hallmark of QEC is its ability to correct arbitrary errors.

The distinction between Layers 2 and 3 is subtle but important. Qualitatively,
it would seem that Layer 2 is open-loop control since the sequence of control
operations does not depend on the state of the system, while Layer 3 quantum
error correction incorporates feedback by measuring the system and changing future
operations conditioned on the measurements. However, the methodology of QEC has
advanced so that this is no longer accurate; in particular, the accumulated errors can
be handled by Pauli frames (see sections and . In this manner, “error
correction” consists of post-processing measurement results, so feedback into control
operations does not occur. Still, while not traditional closed loop control, the quantum
measurements do alter the quantum data; in particular they project drifts in the
continuous Hilbert space of the virtual qubits into discrete substates which may be
analyzed via digital error correction techniques. Another possibility is separating
error mitigation techniques by local and non-local control operations. Dynamical
decoupling typically uses only local gates, but there is a related concept known as the
decoherence-free subspace (DFS) [30] which requires non-local gates (e.g. coupling
multiple electron spins). A DFS encodes a qubit into a system with many more
degrees of freedom; the particular encoding exploits a symmetry in the system so that
the subspace spanned by the qubit is invariant to some non-unitary coupling to the
environment (decoherence). This behavior is reminiscent of QEC, but there is a crucial
distinction that firmly separates DD, DFS, and compensation sequences in Layer 2
from QEC in Layer 3. Layer 2 techniques do not extract information about the state
of the quantum computer, whereas Layer 3 does. The information gathered by Layer
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3 is not the state of the quantum information being protected, but rather the likely
pattern of errors which have occurred. Therefore, Layer 2 does not monitor the state
of the system and never uses projective measurement. Layer 3 monitors the system for
errors, and accomplishes this with measurement. Nevertheless, Layers 2 and 3 are not
redundant; the importance of each, along with their synergy, is discussed in sections

Bl and [

1.5. Communication Protocols

Just as modern digital computers are frequently networked together, quantum
computers may need to share a quantum information connection. To communicate
quantum information between two devices, as in quantum repeaters [31] or in a
distributed architecture [22], an appropriate communication protocol for Layer 1
(Physical) must be devised. These two quantum computers could be of wholly different
technologies (say ion trap vs. quantum dot) if a practicable protocol exists. Moreover,
a distributed surface code architecture [22] would also require a communication
protocol [32] in Layer 3. The location of these protocols in the layered framework
is noted in Figure[l] but this topic is considered outside the scope of the present work.

1.6. Interaction between Layers

For the quantum computer to function efficiently, each layer must issue instructions
to layers below in a tightly defined sequence. However, a robust system must also be
able to handle errors caused by faulty devices. To satisfy both criteria, a control loop
must handle operations at all layers simultaneously while also processing syndrome
measurement to correct errors which occur. A prototype for this control loop is shown
in Figure [2|

The primary control cycle defines the behavior of the quantum computer in this
architecture since all operations must interact with this loop. As discussed later,
timing is critically important, so this cycle does not simply issue a single command
and wait for the result before proceeding — pipelining is essential [33]. Moreover,
Figure 2] describes the control structure needed for the quantum computer. Processors
at each layer track the current operation and issue commands to lower layers. Layers
1 to 4 interact in the loop, whereas the Application layer interfaces only with the
Logical layer since it is agnostic to the underlying design of the quantum computer.

2. Layer 1: Physical

The physical layer is the foundation of the quantum computer. All truly quantum
effects happen here, with higher layers building complicated operations from sequences
of processes performed at the physical layer. As a result, the physical layer exists solely
to provide services to layers above, and no decision- or branching-based controls run
here, as occurs in the upper layers. Implementing a quantum computer architecture
begins at Layer 1, where basic hardware for storing and manipulating quantum
information is constructed. We illustrate this process with a quantum computer based
on the optical control of charged quantum dots known as QuDOS.

2.1. Components of the Physical Layer
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Figure 2. Primary control cycle of the quantum computer. Whereas the
control stack in Figure [1] dictates the interfaces between layers, the control cycle
determines the timing and sequencing of operations. The dashed box encircling
the Physical layer indicates that all quantum processes happen exclusively here,
and the layers above process and organize the operations of the Physical layer. The
Application layer is external to the loop since it functions without any dependence
on the specific quantum computer design.

2.1.1. FElectron Spin within a Quantum Dot A quantum computer must have the
ability to store information between processing steps. The information carrier in
QuDOS is the spin of an electron bound within an InGaAs self-assembled quantum dot
(QD) surrounded by GaAs substrate [34H39]. These QDs can be excited to trion states
(a bound electron and exciton), which emit light of wavelength ~ 900 nm when they
decay. A transverse magnetic field splits the spin levels into two metastable ground
states , which will later form a two-level system for a virtual qubit in Layer 2. The
energy separation of the spin states is important for two reasons related to controlling
the electron spin. First, the energy splitting facilitates control with optical pulses as
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explained in section Second, there is continuous phase evolution between the
two spin states, which in conjunction with optical pulses provides complete unitary
control of the electron spin vector.

2.1.2. Planar DBR Microcavity Accessing the quantum properties of a single electron
spin system requires an enhanced interaction with light, and so an optical microcavity
is necessary. To facilitate the two-dimensional array of the surface code detailed in
Layer 3, this microcavity must be planar in design, and so the cavity is constructed
from two distributed Bragg reflector (DBR) mirrors stacked vertically with a /2
cavity layer in between. This cavity is grown by molecular beam epitaxy (MBE). The
QDs are embedded at the center of this cavity to maximize interaction with antinodes
of the cavity field modes. Figure [3|illustrates quantum dots arranged at the center of
a planar cavity. Using MBE, high-quality (Q > 10°) microcavities can be grown with
alternating layers of GaAs/AlAs [41].

2.1.3. Ultrafast Optical Pulses for Spin-State Rotation The ability to perform fast
manipulations of the quantum states stored in a quantum computer is essential for
performing operations faster than decoherence processes can corrupt them, as well
as for ensuring a fast overall algorithm execution time [6]. In QuDOS, ultrafast
optical pulses centered 900-950 nm rotate the spin vector of an electron within a
QD [42,/43]. By virtue of being short in duration, these pulses are broad in frequency,
facilitating stimulated Raman transitions between the spin levels through excited-
state trion levels. Therefore, the complete dynamics of the state rotation depends
on a four-level system (consisting of the two metastable spin ground states and two
excited trion states). Other control pulses in QuDOS (see sections and
require a high-Q microcavity which has a narrow transmission window at the cavity
resonance; the bandwidth of the broadband pulses is significantly larger than the
transmission bandwidth of the cavity resonance. As a result, the broadband pulse
cannot be sent directly into the microcavity. This problem is circumvented by sending
the broadband pulses at angled (rather than normal) incidence. The cavity response
is shifted to higher frequencies, so that a red-detuned pulse can enter the cavity at
the first minimum in the cavity reflectivity as a function of frequency. Alternatively,
one could send red-detuned pulses at normal incidence, sacrificing the majority of each
pulse which is reflected; this approach is only viable if significantly more optical power
is available. Figure [3| shows the three laser pulses used in QuDOS, as well as their
power spectrums.

2.1.4. Spin Entangling Operation The construction of a practical, scalable two-qubit
gate in a quantum dot architecture remains the most challenging element of the
hardware. In quantum dots with transverse confinement provided by electrostatic
gates, electronic manipulation of the electron wavefunction allows control over the
exchange interaction, providing fast (~ 100 ps) quantum gates, as proposed some
time ago [45] and demonstrated in numerous experiments |[46]. Employing such gates
for a hybrid system with both optical and electrical control is certainly possible, but
requires further development of the optical control of electrically defined quantum
dots [47]. Entanglement of directly tunnel-coupled vertically stacked InAs quantum
dots has also been demonstrated [48], but the scalability of this coupling mechanism



CONTENTS 10

Photodetector

Entangling
Broadband \ Aftay
Laser Pulses MEMS Mirror
QND \

QND Probe Trion }

3 Pulse Resonance
° ST T Lines
¥ / \| / Readout Pulse - To Syndrome
8l i | e Cavity Processing
o iEntangling| _ LR Reflectivity e = RRE \ -
S| | Pulse H H
a B N
/

\-Q-'“"

Pulse Power

DBR Mirror

Planar Cavity

Charged Quantum Dot

Figure 3. Schematic diagram showing the primary components of the Physical
Layer. The inset image shows the spectrum for the various laser pulses that
implement different quantum operations. The quantum non-demolition (QND)
measurement and entangling pulses are modulated continuous-wave laser pulses,
which are narrow in frequency bandwidth; these pulses are sent at normal
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frequencies. This enables the red-detuned pulse to enter the cavity at the first dip
in the reflectivity. Each of the different laser pulses has a detuning relative to the
trion (excited state) resonance frequency. The entangling pulse is also detuned
from cavity resonance in a manner prescribed in Ref. .

is uncertain. An exotic but promising possibility includes optically inducing longer-
range, exciton-mediated exchange interactions .

A fast, all-optically controlled two-qubit gate would certainly be attractive,
and early proposals identified the importance of employing the nonlinearities
of cavity QED. Ref. suggests the application of two lasers for both single-
qubit and two-qubit control; more recent developments have indicated that both
single-qubit gates and two-qubit gates can be accomplished using only
a single optical pulse. However, the demands on the optical microcavity system are
challenging. The critical figure of merit for the cavity QED system is the cooperativity
factor C, which is proportional to the cavity quality factor @ divided by the cavity
volume V. Large values of this can be achieved via cavities with strong transverse
confinement, such as the microdisk cavities proposed in Ref. . This arrangement
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poses challenges for scalability. An obvious modification is to couple these cavities with
waveguides; an architecture employing this approach was discussed in Ref. [22], and
in this case substantial additional physical resources are needed to mitigate optical
losses at the cavity-waveguide interfaces. For the present architecture, we envision
transverse cavity confinement entirely due to the extended microplanar microcavity
arrangement, in which cooperativity factors are enhanced by the angle-dependence of
the cavity response, an effect which is enlarged by high index of refraction contrast
in the alternating mirrors of the DBR stack [34]. While existing cooperativity factors
achieved this way are not estimated to be high enough to produce quantum gates
which meet the fault-tolerant threshold alone, advanced control techniques and multi-
spin encodings (such as for “virtual qubits”; see sections and may enable
this technology to function with acceptable error rates.

Whether a microplanar microcavity arrangement will offer sufficient nonlinearity
for an all-optically controlled dot architecture or whether electronically controlled
gates will be employed will depend on forthcoming experimental developments.
However, for the purposes of the present architecture, both gates are short range,
a constraint handled by the surface code quantum error correction we employ (see
section {]) which demands only nearest-neighbor interactions. Short range gates can
severely limit the efficacy of other quantum error correction schemes [53|. Long range
couplings, for example to form bridges over optically inactive regions of a single chip or
for chip-to-chip connections, will likely employ a variety of different quantum optical
techniques which sacrifice speed for tolerance to optical loss; for a discussion, see
Refs. [22] and [54]. Incorporating such long-distance links into the present architecture
must occur at both the Physical and QEC layers; the inclusion of such interconnections
into QuDOS is the subject of future work.

2.1.5. Optical Patterns for Control Pulses Parallelism in operations is essential for
QuDOS to function efficiently. The quantum operations are driven by laser pulses
sent into the planar microcavity (see Figure|3). However, one cannot use a single laser
for each quantum dot since such a system would not feasibly scale to a fault-tolerant
quantum computer. Instead, this architecture uses a finite set of lasers; each laser
can illuminate the entire array of quantum dots, which in QuDOS is estimated to be
about 10° QDs in size (see section . To implement desired gates, one must allow
this laser light to reach the target quantum dots, while blocking it from interacting
with the other QDs. Since the QDs are arranged in a square lattice, one can think of
the presence or absence of a light pulse at each as a pixel in an image, and the overall
image forms an optical pattern across the surface of the planar cavity. The problem
of multiplexing control signals to individual QDs is therefore solved by controlling
an optical pattern which illuminates the QD array. Two major challenges must be
addressed: (1) the architecture demands control over very many QDs, and (2) the
spacing of the QDs is approximately 1 pum apart, which approaches the diffraction
limit of the light for control operations (~ 900 nm). The following sections address
each of these concerns individually.

MEMS Micromirrors Optical control of the QD array requires more than simply
generating the light pulses with lasers. These pulses must interact with the correct
target quantum dots in time and location. We estimate the number of virtual qubits
(and hence QDs) needed in this architecture to be on the order of 10° (see section
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Figure 4. SEM image of an array of micromirrors. This image is an experimental
sample of vertically actuated mirrors, whereas the MEMS array in QuDOS would
require smaller size mirrors with tilting actuation at very high speeds. The inset
image shows a magnified view of a single mirror.

. Multiplexing a single laser to millions of targets is a daunting task, especially
integrated into a single system. To achieve this, MEMS micromirrors are fabricated
in a two-dimensional array so that each mirror serves as an optical modulator for its
corresponding QD . Figure @ shows an example of 8x8 array of micromirrors
fabricated on a silicon substrate, where each mirror acting as a pixel can move
vertically to induce piston motion. A much larger array (~ 10° pixels) of tilting
micromirrors is commercially available for use in projection displays today . The
commercial digital mirror devices (DMD) feature a switching time of ~ 5 us with
individual pixel size as small as ~ 10 um . With further device optimization, a
switching time of < 1 us is feasible . Using this technology, the laser light falling
on each pixel can be turned “on” or “oft” by reflecting the light towards or away from
the QD. The light pattern pointed towards the QD can be imaged onto the QD array
using imaging optics and phase-shift masking.

Phase-shift Masking Controlling the individual quantum dots in this computer
requires focusing light in a complex pattern with a resolution close to the diffraction
limit of the light being used. The quantum dots are spaced 1 pm apart, while the
control pulses have wavelength 900-950 nm. Designing such a system would be
a formidable challenge, but fortunately it has been achieved already in a mature
industry: photolithography for the fabrication of integrated circuits. A typical
approach in photolithography is to design an optical mask such that light shined
through the mask creates a desired optical profile on an image plane parallel to the
mask. Among the various types of masks for manipulating light, a recent technique
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is the use of phase-shift masking [60,61]. Rather than blocking or passing light (as in
opaque masks), the phase shift mask is transparent everywhere, but the mask consists
of regions which impart different phase shifts to the light which passes through. These
phase shifts cause interference patterns in the light on an image plane after the mask.
Although the optical pulses are broadband compared to monochromatic laser light, the
bandwidth is sufficiently narrow that interference patterns are preserved. Development
of these phase-shift masks is complex but routine for photolithography, so QuDOS
can leverage a well-studied engineering problem to control the optical pattern of light
striking the quantum dot array. The phase-shift masks will create an interference
pattern which focuses the laser beam to certain target QDs, while the MEMS mirrors
can modulate whether the light pulse is sent to a group of QDs.

2.1.6. Quantum Non-Demolition (QND) Measurement The essential measurement
operation in QuDOS consists of an optical pulse which uses dispersive quantum non-
demolition (QND) readout based on Faraday/Kerr rotation. The underlying physical
principle is as follows: an off-resonant probe pulse impinges on a quantum dot, and it
receives a different phase shift depending on whether the quantum dot electron is in
the spin-up or spin-down state. External photodetectors (section measure the
phase-shift, thereby inducing measurement of the electron spin.

The physics of such a QND measurement has favorable engineering consequences.
The fact that the probe pulse is off-resonant means that inhomogeneity among various
quantum dots can be tolerated to a higher degree than is true in schemes involving
resonant pulses. The technique is simple, and does not require additional “ancilla”
quantum dots (or other structures) to be fabricated. Finally, the probe pulse can
have a relatively high photon count, resulting in less stringent detector requirements.
Several results in recent years have demonstrated the promise of this mechanism for
measurement: multi-shot experiments by Berezovsky et al. [62] and Atature et al. [63]
have measured spin-dependent phase shifts in charged quantum dots, and Fushman et
al. |64] observed a large phase shift induced by a neutral quantum dot in a photonic
crystal cavity.

There are however several challenges related to this scheme.  First, the
measurement must be “single shot” — after just one probe pulse is applied, the
measurement result via photodetection is correct with high probability. For a
sufficiently large detuning, the ability to complete a single-shot QND measurement
depends on the cooperativity factor C' of the cavity. For a sufficiently large detuning
A, the ability to complete a single-shot QND measurement depends only weakly on
A; the critical factor is the cooperativity factor C. The phase shift in the probe pulse,
0, scales as the detuning, as well as with C. However, the probability for a photon to
create a trion state, which decays by spontaneous emission, scales as C'/A? [65]. For an
input probe pulse that is in a coherent state, the number of photons required to resolve
a phase shift 6 scales as 1/6? < A?/C?, indicating that the probability of spontaneous
emission during a single-shot measurement (which would spoil its QND character, i.e.
introduce measurement error) scales as 1/C, independent of A. Consequently, a large
cooperativity factor of the cavity (e.g. C' ~ 103) may allow single-shot dispersive QND
measurements to be carried out with low measurement error.

A second challenge with this measurement scheme involves the selection rules of
the quantum dot in a magnetic field. The ultrafast single qubit rotation scheme [42]
requires a A-system for the electron spin, but this is only available when the static
magnetic field is applied perpendicular to the semiconductor growth axis (Voigt
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geometry). Thus far, the multi-shot demonstrations of dispersive QND readout
have only been performed with parallel orientation [63] or low strength magnetic
fields [62]. The demonstration of single-shot QND measurement in Voigt geometry,
with high magnetic fields, is still possible, but the phase shifts are likely to be smaller.
Specifically, there are two active A-systems which provide competing phase shifts, so
only the difference between the two phase shifts can be detected. The actual value
of the achievable phase shift will depend on the trion energy structure, which in turn
depends on quantum dot growth parameters such as strain and dot ellipticity.

2.1.7. Detector Array To enable parallel operations in QuDOS, measurement must
also be performed in a parallel fashion by an array of photodetectors. A measurement
light pulse reflected from the cavity is directed to an integrated grid of CMOS imagers,
which is an alternative imaging technology to the more common CCD [66]. Additional
control circuitry for Layer 3 is also embedded in this array. The surface code quantum
error correction implemented in Layer 3 (see section must process the outcomes
of measurement on syndrome qubits to determine correction operations for errors
that have occurred. To make this error analysis step fast and efficient, the necessary
processors for error correction are integrated with the array of photodetectors.

The requirements for the detectors will partially be determined by how large the
phase shift of the dispersive measurement pulse can be made, which is influenced by
the cavity and quantum dot parameters. Fundamentally, however, the detectors are
used to make a decision on whether an impinging pulse contains an average photon
number below or above a certain threshold. Single photon detection capability is thus
not important. It may be possible to compensate for poor detector quantum efficiency
by increasing the measurement probe power, although higher quantum efficiency
is preferable, since the probability of measurement error scales with probe power.
The gain curve of the detector and amplifier circuitry is important, since it may be
necessary to distinguish between a 1 nanosecond pulse containing, for example, 10°
photons on average, and a pulse with just 1% more photons on average; the detector
must not saturate near the used probe pulse power, and must have sufficient gain at
those powers that the small difference in average photon number can be discerned
with high probability.

For the expected phase shift, there appears to be no fundamental limitation to
engineering a CMOS imaging array that is sufficiently sensitive, fast (GHz operation
frequency), and large (one pixel per quantum dot to be simultaneously measured)
to meet the requirements for QND readout. Current state-of-the-art CMOS image
sensors are not yet advanced enough, especially with respect to speed (frame rate),
but rapid progress is being made, driven by commercial requirements in a wide variety
of applications [67].

2.1.8.  Static Decoherence (Memory Errors) The continuous phase evolution
discussed in section [2.1.1] would not pose a problem if it was constant — it could
be mitigated by synchronizing pulse arrival times to the Larmor period [52]. However,
the nuclei in the vicinity of the quantum dot electron also have nonzero spin, so
they interact with the electron by the hyperfine interaction. This creates an effective
magnetic field with random orientation and bounded magnitude acting on the electron.
The effect is that the phase evolution between the spin levels is different for each
quantum dot electron, and difficult to determine. However, the nuclear spins are stable
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on timescales much longer than the electrons, so that the perturbation to the electron
spin is effectively an unknown constant, within the electron 75 ~ 1 us timescale. This
phenomenon is responsible for the ensemble dephasing time (7»* ~ 1 ns [68]). This
error source obscures the system designer’s ability to track the phase evolution of the
spin vector on the Bloch sphere, but it is not fatal, as this problem can be addressed by
Layer 2 techniques (see section . We note also that in some semiconductors, isotopic
purification (removing any atoms with nonzero nuclear spin) can improve dephasing
times by an order of magnitude [69], but this approach is not possible for QuDOS
since there are no stable zero-spin nuclear isotopes of In, Ga or As.

2.1.9. Dynamic Coherent and Incoherent Errors Coherent errors, such as deviation
in the axis of rotation or angle of rotation on the Bloch sphere, preserve state
population in the two-level spin system (which later serves as the foundation of
the virtual qubit). In section we illustrate techniques in Layer 2 for addressing
systematic coherent errors which occur in the Physical layer.

Incoherent processes involve coupling to modes outside of the two-level spin
system, which is problematic because this leads to an irrecoverable loss of quantum
information. The broadband pulses induce virtual transitions between the metastable
spin levels and the excited trion levels. However, there is a possibility that a real
excitation of a trion can occur, such as if the detuning from resonance is too small
or a phonon interacts with the system to cause actual absorption of a photon (and
generation of a trion). The exciton lifetime in the GaAs system is 73 x = 1 ns, so
when the trion decays by spontaneous emission, the state of the two-level spin system
underpinning our virtual qubit is effectively measured without knowledge of the result,
leading to complete depolarization of the qubit.

2.2. Layer 1 Performance

Operational performance is critical when designing a computing system. Execution
time and accuracy are particularly important for quantum computers, where expected
logical operation speed may play a role in deciding which physical system one chooses.
Performance in the physical layer depends on the timing and duration of optical pulses
which manipulate the charged QD spin system. Table [I] lists some of the critical
parameters for the physical processes required: broadband pulses and precession in
the magnetic field are needed for “raw” 1-qubit gate pulses, QND pulses provide spin
state measurement, and the entangling operation is the basis of the 2-qubit gate.

2.2.1. Manipulating the Spin-basis Bloch Sphere QuDOS must be able to control the
charged quantum dot spin system by rotating the spin state represented by a Bloch
vector around two orthogonal axes on the Bloch sphere. This requirement arises
because we use this system to construct the “virtual qubit” in Layer 2 (see section
, and two separate axes of control are necessary for arbitrary SU(2) operations.

The first way to control the spin state is through the static magnetic field. The
spin states are split in energy, so the relative phase between the two levels precesses
at the Larmor frequency of about 25 GHz in a 7 T field. This can be viewed as a
continuous rotation around the Z-axis on the Bloch sphere.

Stimulated Raman transitions produced by ultrafast broadband optical pulses
incident on the quantum dot coherently rotate population between the spin states,
which in the idealized Bloch sphere can be interpreted as X-axis rotations. However,
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. . Inhomogeneous nuclear en-
Spln phase Magnetlc field vironment causes spectral
precession splitting of spin T1,armor = 40 ps broadening in Larmor fre-
(Z-axis) energy levels quency, which is the source
of To* processes.
Spin state Stimulated Raman
r(I))tation fransition with T 14 ps Red-dgtursezi t f_romt .
. pulse = ground state-trion transi-
pulse broadband optical tions.
pulse
Nonlinear phase
Entangling shift of spin states CW laser signal modulated
Operation via coupling to a Tentangle = 100 ns | by an electro-optic modu-
P common cavity lator (EOM).
mode
Dispersive
QND Mea- phase-shift of light T —1ns CW laser signal modulated
surement reflected from QND by an EOM.
planar cavity

Table 1. Parameters for Layer 1 quantum operations. Spin phase precession is
determined by the spin-state energy splitting due to an external magnetic field.
To implement a Hadamard gate, the broadband pulse time is 1/\/§ of the Larmor
period (TLarmor). Times for entangling operation and QND measurement are
estimated from simulation.

there are some important non-ideal effects which must be addressed. A perfect X-
axis rotation is only possible in the limit of an infinitely fast pulse, where the spin
vector precession (due to the magnetic field) on the Bloch sphere during the optical
pulse goes to zero. As we see in Table [I} the Larmor frequency is comparable to the
broadband pulse duration. Even very fast pulses (< 1 ps) will still incur significant
error, which lowers gate fidelity and increases the burden on Layer 2 to produce gates
with error below the threshold of the surface code.

An alternative approach is to tune the broadband pulse amplitude so that the
angular velocity of rotation around the X-axis is equal to the velocity of rotation
around the Z-axis due to the magnetic field. One can verify that the resulting rotation
by an angle 7 is equivalent to applying a Hadamard gate, which in conjunction with
arbitrary Z-rotations from the magnetic field is sufficient to produce any SU(2) gate.
Moreover, unlike very fast pulses, this operation can in principle produce high-fidelity
state rotation.

2.2.2. Entangling Operation Universal quantum computation requires a gate which
generates entanglement. The surface code requires the virtual gate Controlled-NOT
(CNOT) which must come from Layer 2. To produce this gate, Layer 1 must provide
a mechanism for generating entanglement between the spins of the charged quantum
dots. The method proposed for this architecture (discussed in section couples
two electron spins with a common cavity optical mode. Simulation of this process
indicates that it requires a modulated continuous-wave laser pulse about 10-100 ns in
duration [44]. The effect of this pulse on the virtual qubits formed by two neighboring
charged quantum dots is to induce a non-linear phase shift dependent on the state of
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the electron spins. This is equivalent to a Controlled-Z gate at Layer 2, which can
be transformed into the CNOT gate with single-qubit operations (in this case, virtual
Hadamard gates).

2.2.8.  MEMS Micromirror Switching Switching delay for the MEMS mirrors
depends on their mechanical properties, which are limited by the fabrication processes
and actuation requirements. We anticipate that the switching delay can be reduced
to < 1 ps, but that alone is insufficient for controlling the crucial optical signals in
QuDOS. Most of the optical signals can be applied in a repeated pattern across the
entire array of QDs, but measurement and the associated single-qubit gates to change
the basis of measurement must be multiplexed to the appropriate quantum dots.
Therefore, this one particular set of operations requires two MEMS mirror arrays
(designated “A” and “B” for simplicity) which both couple into a single beamsplitter.
Electro-optic modulators (EOMs) control whether laser light signals reach the mirror
arrays and reflect to the beamsplitter, which in turn directs light to the QDs. The
EOMs alternate which mirror array is “on”, by one transmitting light while the other
blocks. When A is on, the mirror array is static and a certain measurement pattern
is projected onto the QDs for every measurement light pulse. Meanwhile, B is re-
positioning its mirrors for the next measurement pattern. When B is ready, the
EOMs switch states, and now B is “on” while A re-positions its mirrors for the next
measurement pattern. By using alternating MEMS arrays, we can overcome the slow
switching speed of the MEMS mirror technology.

3. Layer 2: Virtualization

Quantum information systems are very sensitive to imperfections in their environment
and control, which manifest as errors in the stored information. These errors can
be systematic or random. Layer 2 sharply reduces systematic errors since this can
be accomplished without measuring the system state, which is inherently faster
and simpler than error-correcting methods which extract information about errors.
Quantum error correction is implemented in Layer 3 to correct general errors, but
doing so requires syndrome extraction circuits which implement non-local 2-qubit
gates and operate at longer timescales. The purpose of Layer 2 is to reduce the error
rate in virtual qubits and gates to the levels sufficient for Layer 3 to function.

3.1. Components of the Virtualization Layer

3.1.1. Virtual Qubit The virtual qubit is an abstraction of the underlying physical
system. It approximates an ideal qubit as a two-level system whose state is constant
until purposefully manipulated. However, the virtual qubit is modeled with real
decoherence. In QuDOS, the virtual qubit is created from the two metastable spin
states of an electron confined to a QD. The raw physical system has dephasing time
To* ~ 1 ns [68] caused by an inhomogeneous distribution of nuclear spins in the
environment of the electron. This dephasing time is insufficient for the Layer 3
operations, and so this system must be augmented with dynamical decoupling (DD)
techniques [24}25], which extend the dephasing time of the virtual qubit into the
microsecond regime (see section. Additionally, the electron spin vector precesses
with the Larmor frequency about the Z-axis on the Bloch sphere, whereas the virtual
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qubit is static. This abstraction is achieved by appropriately timing measurement and
control optical pulses, as discussed in sections [3.2.1] and 3:2.2]

Measurement of the virtual qubit is achieved by the QND measurement of the
spin state from Layer 1 (see section . In principle multiple measurements could
be performed in Layer 1 in order to increase measurement fidelity, but this architecture
uses single-shot readout for the sake of speed.

3.1.2. Virtual Gates Quantum operations must be implemented by physical
hardware which is ultimately faulty to some extent. Many errors are systematic, so
that they are repeatable, even if they are unknown to the quantum computer designer.
In Layer 2, virtual gates manipulate the state of the virtual qubit by combining
fundamental control operations in Layer 1 in a manner which creates destructive
interference of control errors. Virtual gates must suppress systematic errors as much
as possible in order to satisfy the demands of the error correction system (Layer 3).
For example, in QuDOS, the ultrafast pulses in Layer 1 would ideally induce a state
rotation in the spin basis (two-level system), but inevitably the physical system will
suffer from some loss of fidelity by both systematic and random processes. This section
explains the theory behind the virtual gate, while section [3.2.2]illustrates how a simple
virtual gate scheme is developed in QuDOS.

Efficient schemes exist for eliminating systematic errors. Compensation
sequences can correct repeatable (but perhaps unknown) errors in the state rotation
operations [2627]. This condition is often true since errors are frequently due to
imperfections in the Layer 1 processes, such as laser intensity fluctuations over long
timescales or the coupling strength of the electron to the optical field (caused by
fabrication imperfections). Since these errors are systematic over the timescales of
operations in this architecture, a compensation sequence is effective for generating a
virtual gate with lower net error than each of the constituent gates in the sequence.
Moreover, many compensation sequences are quite general, so that error-reduction
works without knowledge of the type or magnitude of error.

3.2. Layer 2 Performance

The Virtualization layer can sharply reduce systematic device errors, but not random
errors; therefore, Layer 2 must operate fast enough to permit Layer 3 to correct the
remaining random errors. As discussed in section [2.1.8] memory errors accrue over
time regardless of what operation is being executed. Layer 2 mitigates memory and
control errors, but if the virtualization operations require too long to execute, the
residual error will be above the threshold of the surface code, and Layer 3 cannot
function. Figure [5| gives a broad view of Layer 2 in QuDOS, and the following
subsections give a detailed analysis of its performance.

3.2.1. Virtual Qubit Constructing the virtual qubit requires Layer 2 to conceal the
complexity of controlling the QD spin state. The QD electron resides in a strong
magnetic environment. The magnetic field induces a splitting of the spin energy levels,
causing a time-dependent phase rotation of the spin states. Since the spin levels form
the basis of the qubit, this is equivalent to a continuous rotation of the Bloch vector
around the Z-axis. Therefore, control pulses must be accurately timed so that they
perform the desired operation.
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Figure 5. The mechanics of the virtualization layer. The outputs of Layer 1 are
combined in controlled sequences to produce virtual qubits and gates. Arrows
indicate how the output of one process is used by another process. The circled
numbers indicate the quantity of a certain resource being used.

Control of the QD spin is complicated by the inhomogeneous nuclear environment
which causes the Z-axis rotation to proceed at a somewhat uncertain angular
frequency. This problem is mitigated by a dynamical decoupling sequence, so that the
system is decoupled from environmental noise and brought into a precisely controlled
reference frame at a predictable time. The sequence in Figure [f] illustrates such
a decoupling sequence, appropriate for use in this architecture. Although longer
sequences may consist of more pulses, to minimize execution time, we have chosen
a sequence of eight Hadamard pulses. Instead of using a more common sequence like
Carr-Purcell (CP) [70}/71] or Uhrig dynamical decoupling (UDD) [72], the sequence in
Figure [0] is custom designed to eliminate to first order the errors which occur in both
the free evolution and control of the virtual qubit (CP and UDD cannot accomplish
the latter). We note however that the 8H sequence does have a structure similar to
the CP sequence.

The virtual qubit is formed by hiding the details of the inhomogeneous phase
angular velocity with the DD sequences. Control and readout pulses are timed to
arrive exactly when the DD sequence brings the QD spin state back into focus, so
that above Layer 2 the virtual qubit appears to be a static quantum memory.

The definition of the virtual qubit is the subspace spanned by the QD electron spin
states, which coincides with the measurement process in Layer 1. The measurement
pulse and readout projects the electron into one of the spin states. Measurement of the
virtual qubit requires that the DD sequence be halted, because decoupling interferes
with measurement. Since the measurement pulse is in the Z-basis, rotations around
the Z-axis (from the magnetic environment) do not affect the outcome. Neglecting
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Figure 6. The 8-pulse Hadamard (8H) sequence used in this architecture can
eliminate both memory and control errors to first-order. (a) Each bar represents
a pulse rotating the Bloch vector by angle 7 around the axis %(X + Z), which is

equivalent to the Hadamard gate. The red bars indicate pulses with fixed arrival
times which perform dynamical decoupling. The arrival time of the green bars
is varied to produce a desired virtual gate. (b) Simulation of the 8H sequence
shows that good performance is possible even with both pulse angle errors and
drift in the Larmor frequency at a particular quantum dot. In experiments, the
Larmor frequency can drift by about £2%, which is consistent with the result
To* ~ 1 ns . We determine later that based on the threshold of quantum
error correcting codes, the error in a virtual gate should be less than 1073, From
simulation, we see that even 5% pulse error in the 8H sequence will reach this
performance, whereas 1% pulse error in the CP sequence is insufficient. Not using
any dynamical decoupling leads to unacceptable error rates in this system because
of the Larmor frequency drift. The simulation runs into a numerical accuracy limit
at ~ 10713, (c) Construction of an arbitrary 1-qubit rotation requires 136 ps.
The delays 71, 72, and 73 are varied to produce an arbitrary gate. The pulses are
Hadamard gates.
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DD during measurement is acceptable because the longitudinal (7}) relaxation time
is very long compared with the measurement pulse duration [73}74].

3.2.2. Virtual Gates Virtual gates manipulate the state of the virtual qubit, but they
must use Layer 1 to do so. However, the Layer 1 processes have errors which must
be suppressed to form successful virtual gates, which are defined as having error rates
tolerable for the error correction in Layer 3 to function. Fortunately, control errors
are often systematic, and efficient techniques exist for canceling such errors. This
quantum computer uses compensation sequences [26,127], in which a series of pulses
accomplishes the desired gate in such a manner that pulse errors interfere destructively
and cancel to first order.

First, let us construct a “raw” gate, which is a sequence of pulses that
accomplishes arbitrary SU(2) rotation of the virtual qubit, but without any error
suppression. Figure @(c) provides a template for constructing any such sequence,
which requires at most 136 ps in QuDOS. This operation time is determined by the
Larmor precession in Layer 1; the quantity is exact since any errors are predominantly
systematic and therefore corrected by Layer 2. To deterministically apply the gate we
desire, this sequence must coincide with the common reference frame produced by the
DD sequence above. For convenience, we select the delays in Table 3 such that the DD
sequence combined with an arbitrary SU(2) gate requires 1 ns. One of the simplest
compensation sequences (BB1 [26]) requires 4 arbitrary gates; hence the virtual gate
(with error cancelation) requires 4 ns.

The virtual 2-qubit gate is accomplished by constructing a CNOT gate from the
entangling operation in Layer 1 and the virtual 1-qubit gates. The DD sequence is
designed so that the Ising-like interaction (o, ® o,) component of controlled-phase
rotation is allowed while any 1-qubit phase rotations are suppressed. As a result,
the CNOT gate can be created by performing 1-qubit virtual gates before and after
the entangling operation. However, errors in the entangling operation are due to
spontaneous emission [44], which compensation sequences cannot correct; as a result,
error in the virtual CNOT gate must be suppressed by design of Layer 1 processes as
much as possible.

4. Layer 3: Quantum Error Correction

Error correction schemes remove entropy from an information system. In contrast to
Layer 2, quantum error correction schemes [28,(75H79] such as the surface code [80]
can correct arbitrary errors in the underlying quantum information, assuming the
probability of such errors is bounded below a certain threshold [81,/82]. This process
of information protection is achieved by continually consuming ancilla states prepared
to extract entropy from the quantum computer (via syndrome measurement). Layer
3 of this architecture framework is devoted to quantum error correction (QEC), which
is vitally important to the successful operation of the quantum computer.

Layers 2 and 3 are not redundant — they are synergistic. The Virtualization layer
cannot correct arbitary errors, and so a large-scale quantum computer will require
QEC. However, Layer 2 can mitigate some errors with significantly less effort than
would be required in Layer 3, because the Virtualization layer does not extract any
information from the system. In this manner, Layer 2 makes Layer 3 more efficient.
If errors rates are high, QEC alone may not function at all, and the techniques in the
Virtualization layer are essential. The only scenario in which Layer 2 is unnecessary
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Rotation H No 2\[ L 14 ps
Z Rotation Rz (0) No 2 TLarmor 20 ps
X Rotation Rx(0) No H-Rz(0)-H 48 ps
1-qubit Gate 1Q No By(6:) - H - Ry (62) - H - 88 ps
Rz(03)
Delay(80 ps) - Rx(m) -
Dynamical Delay(180 ps) - Rx () -
Decoupling DD+1Q Yes (1) Delay(200 ps) - Rx () - 1 ns
with 1Q Delay(180 ps) - R (m) -
Delay(80 ps) - 1
Virtual 1-qubit | __ Yes (I, and | DD+1Q, - DD+1Q2 DD+1Q; -
Gate VirtuallQ Gate Error) DD+1Q4 4 s
: VirtualH®? .
Controlled- CNOT Partla.l (Tp and Controlled2 - 100 ns
NOT 1-qubit only) - 2
VirtualH®
Z-basis
Measurement/ | MZ/IZ - TQND 1 ns
Initialization
X-basis MX : Virtuall - MZ 5 ns
Measurement
X-basis IX ; MZ - VirtualH 5 ns
Initialization

Table 2. Virtualization Layer Operations

(and perhaps harmful) is if the errors in the Physical layer are completely uncorrelated,
in which case Layer 2 control techniques yield no benefit. In QuDOS, systematic errors
dominate (as witnessed by the fact that 75" is at least three orders of magnitude
shorter than T5 [68]), and so Layer 2 is critical to this architecture.

Within QuDOS, our specific architecture implementation, the surface code is the
crucial means to provide logical qubits and gates with the exceptionally low error
demanded of a large-scale quantum algorithm such as Shor’s factoring algorithm. We
will not review the entirety of the surface code here, but instead refer the interested
reader to several key works in the field [29,83,[84]. This section is devoted to
the important architecture-related matters of surface code QEC, such as resource
requirements in terms of Layer 2 outputs (virtual gates and qubits) and time to
implement logical operations.

4.1. Components of the QEC Layer

The QEC layer uses error correction to provide fault-tolerant logical qubits, logical
gates, and logical measurement to Layer 4. We explain the salient aspects of the surface
code, the error correction scheme in QuDOS, but in general the processes in Layer 3
can vary significantly between different forms of QEC. The surface code provides the
ability to correct arbitrary errors with quantum error correction [29}/83,[84]. Virtual
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qubits in a broad 2-dimensional array are encoded into a single surface code via single-
qubit operations and nearest-neighbor (CNOT) gates. Logical qubits are produced by
forming “defects” in the surface code. A defect is a rectangular connected region of
virtual qubits in the lattice which have been measured, so that the resulting surface
code lattice has an SU(2) subspace of freedom, equivalent to a qubit. Ref. [29]
gives an overview of the steps needed to construct the surface code. For practical
matters (explained in Ref. [84]), a logical qubit is constructed from two defects. In
contrast to Layer 2, the surface code gathers information on the system state by
periodically measuring an error syndrome and using this knowledge to correct errors
in post-processing. The probability of an undetected error decreases exponentially
as a function of the “distance” [85] of the code, so that logical qubits and gates
with arbitrarily low error are possible with a sufficiently large code. However, the
virtual qubits and gates must have error rates below the threshold of the surface code
(1.4% [86]), so that often error-reduction techniques in Layer 2 are necessary for Layer
3 to function. The error rate in virtual qubits and gates needs to be about an order
of magnitude below the threshold, or approximately 1073, for the surface code to be
manageable in size.

4.1.1. Architecture and the Surface Code In contrast to some other QEC schemes,
the surface code has some key advantages for architecture. In particular, the surface
code requires only local and nearest-neighbor gates between qubits in a square lattice.
Within this architecture framework, the necessary Layer 2 components for the surface
code to function are the injection of single-qubit states needed for non-Clifford
gates, a two-dimensional array of qubits with nearest-neighbor coupling (CNOT), and
measurement in the X and Z bases [29,/87]. The two-dimensional arrangement with
nearest-neighbor CNOT gates is most readily achieved in QuDOS with a physical 2D
array of quantum dots, each supporting a virtual qubit. Although the single-qubit
Pauli rotations are needed to form a complete set for universal quantum computation,
we may neglect these in the present context by simply maintaining a continually-
changing Pauli frame in a classical computer and modifying the final measurement
results of the quantum computation [88].

4.1.2. Pauli Frames A Pauli frame [88,89] is a simple and efficient classical computing
technique to track the result of applying a series of Pauli gates (X, Y, or Z) to
single qubits. The Gottesman-Knill Theorem implies that tracking Pauli gates can be
done efficiently on a classical computer [90]. Many quantum error correction codes,
such as the surface code, project the encoded state into a perturbed codeword with
erroneous single-qubit Pauli gates applied (relative to states within the codespace).
The syndrome reveals what these Pauli errors are, and error correction is achieved
by applying those same Pauli gates to the appropriate qubits (since Pauli gates are
Hermitian and unitary). However, quantum gates are faulty, and applying additional
gates may introduce more errors into our system.

Rather than applying every correction operation, one can keep track of what
correction operation would be applied, and continue with computation. As stated
above, this is permitted for the case of Pauli gates. When a measurement is finally
made on a qubit, the result is modified based on the corresponding Pauli gate
which should have been applied earlier. This stored Pauli gate is called the Pauli
frame [88,89], since instead of applying a Pauli gate, the quantum computer changes
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the reference frame for the qubit, which can be understood by remapping the axes
on the Bloch sphere, rather than moving the Bloch vector. The quantum computer
operations proceeds normally, with the only change being how the final measurement
of that qubit is interpreted.

We emphasize that the Pauli frame is a classical object stored in the digital
circuitry which handles error correction. Pauli frames are nonetheless very important
to the functioning of a surface code quantum computer. Layer 3 uses a Pauli frame
with an entry for each virtual qubit in the lattice. As errors occur, the syndrome
processing step identifies a most-likely pattern of Pauli errors. Instead of applying the
recovery step directly, the Pauli frame is updated in classical memory. The Pauli gates
form a closed group under multiplication (and global phase of the quantum state is
unimportant), so the Pauli frame only tracks one of four values — X, Y, Z, or I —
for each virtual qubit in the lattice.

4.1.8. Measurement and Detector Arrays As we saw in Layers 1 and 2, the grid
of QDs facilitates the nearest neighbor entangling operations for a virtual CNOT
gate. Measurement is also done in an array fashion, with a corresponding lattice of
photodetectors. This detector array also functions in Layer 3 since the measurement
results must be processed at the surface code level. Rather than sending the multitude
of measurement results to a separate location (and incur the delays and communication
bottlenecks), the surface code error syndrome processors are co-located on-chip with
the detectors. This is permitted because we can designate some defects in the surface
code as stationary while also never needing to measure the virtual qubits there, so that
there is a “shadow” on the detector array. We can use this space for digital logic to
process measurement results rather than unused photodetectors. The action of these

processors is discussed in sections and

4.2. Layer 8 Performance

The primary purpose of Layer 3 is to produce logical qubits and gates with arbitrarily
low error from the faulty virtual qubits and gates. For this reason, accuracy is the
primary performance figure of Layer 3. Assuming 100% yield and independent error
sources, any desired logical (Layer 4) accuracy can be achieved, provided that: (a)
the Layer 2 operations have error below the Layer 3 threshold (1.4% for the surface
code [86]); and (b), the quantum computer has sufficient space in terms of virtual
qubits to host a QEC code as large as necessary. For the purposes of QuDOS in
this investigation, we assume that both requirements are achievable and analyze
the resources needed to realize such a surface code quantum computer. However,
we will show that requirement (b) can be very demanding since realistic hardware
will have error rates which require very large surface codes. After establishing the
space requirements of a fault-tolerant quantum computer architecture (with a specified
arbitrary accuracy), we then analyze the time needed to execute Layer 3 operations,
which will ultimately determine the logical “clock speed” or operation frequency of
the quantum computer in Layer 4. Figure[7] provides a schematic view of the processes
inside Layer 3.

4.2.1. Size of the Surface Code Quantum error correction schemes generate protected
codespaces within a larger Hilbert space formed from an ensemble of qubits. The
tradeoff is that instead of a single qubit, the quantum computer now requires many
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Parameter Symbol Value
Threshold error per virtual gate €thresh 1.4 x 1072
Error per virtual gate ev 1x1073
Logical circuit depth (in lattice refresh cycles) K 3.4 x 101!
Number of logical qubits (“Shor”, section@ Q 12288
Error per lattice refresh cycle €L 2.7 x 10718
Surface code distance d 27

Virtual qubits per logical qubit vQ/LQ 4830

Table 3. Parameters Determining the Size of the Surface Code in QuDOS

virtual qubits to produce a logical qubit. The number of virtual qubits required for
a single logical qubit is an important resource-usage quantity, and it depends on the
performance aspects of the quantum computer:

e error per virtual gate (ey), which is an input to Layer 3 from Layer 2
e threshold error per virtual gate of the surface code (E¢hresh)
o distance (d) of this instance of the surface code

e error per logical gate (er), which is upper-bounded by the performance
requirements of the quantum algorithm in Layer 4

To determine ¢y, the simplest approach (“K@ product”) assumes the worst case. If
the quantum algorithm has a circuit with logical depth K acting on @ logical qubits,
then the maximum failure probability is given by

P =1~ (1—e)%? =~ KQey, (1)

for small e,. Therefore, we demand that ¢, < 1/KQ. Given these quantities, the
average error per logical gate in the surface code may be closely approximated [85] by

L)

e, =~ C (6 v ) (2)
thresh

where C'is a constant determined by the implementation of the surface code. The data
in Ref. [85] suggests C ~ 3 x 1072. Therefore, given a known ev, Ehresh = 1.4 x 1072,
and C' ~ 0.03, one can determine the necessary distance d such that the probability
of failure of an entire quantum algorithm is sufficiently small. Table [3] provides an
example of these calculations for the QuDOS quantum computer. Error per virtual
qubit (ev) is also assumed, and the K and @ values are for Shor’s algorithm factoring
a 2048-bit integer (see section . We have assumed e, < 1072/KQ, so that the
success probability of the quantum algorithm is greater than 99%.

Determining the necessary distance for the surface code allows one to compute
the minimum number of virtual qubits needed to produce one logical qubit, which
consists of two defects separated from each other and any other defects or boundaries
by the distance of the code. Table [3| calculates this number for QuDOS, but we
emphasize that a complete surface code quantum computer will need additional virtual
qubits to facilitate movement of defects (braiding) and the distillation of singular
qubits needed for non-Clifford logical gates. As a result, the total number of virtual
qubits from Layer 2 — and therefore the number of quantum dots from Layer 1 —
is larger than simply the product of [virtual qubits per logical qubit] x [logical qubits].
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Figure 7. Process translation in Layer 3. A surface code is constructed with
virtual qubits and gates, ultimately yielding logical qubits and operations. The
arrows in yellow along the bottom are outputs of Layer 2, whereas the green
arrows at the top are the outputs of Layer 3. Small dashed arrows indicate that
the output of one process is used by another process. The circled number is the
quantity of the corresponding resource which is used.

Accounting for these additional virtual qubits is crucial to accurately estimating the
resource requirements for QuDOS. More generally, the quantity of these additional
qubits depends significantly on the algorithm one is implementing, since the number
of singular qubits is related to the types of logical gates one must implement. A total
accounting of the virtual qubits in the surface code is given in section [5.2

4.2.2. Surface Code Operations in Time The fundamental time step in Layer 3 is
one unit along the simulated time axis of the topological cluster state [87], which is
the lattice refresh cycle of the surface code. Within this architecture, the virtual gates
needed for this process are performed in parallel across the entire array of virtual
qubits. This parallelism is a fundamental strength of the architecture, because the
lattice refresh time can be very fast as shown in Table 4. Moreover, refresh time is
independent of system size since all operations proceed in parallel; by contrast, in the
architecture in Ref. [22], lattice refresh time depends on the size of one axis of the
lattice.

Logical qubits in the surface code are defects in the lattice [29], and logical
operations involve braiding these defects through simulated time. Figure [7]illustrates
how functions of the surface code are constructed from Layer 2 services. For error-
correction purposes, the speed of a braiding operation is constrained by the distance
of the code, so that if the minimum spatial separation of defects is 27 virtual qubits
(as in Table , the time to perform braiding must also take at least 27 lattice refresh
cycles. This is because the error chains in the surface code can span both spatial and
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: . Max
Operation Label Composition Duration
Lattice Refresh , 2 x (IZ-4 x CNOT - MZ - IX -
with alternating LatticeRefresh 4 x CNOT - MX) 1.61 us
MEMS arrays
Defect Braiding DefectBraid 27 x LatticeRefresh 43.5 us
Logical CNOT LogicalCNQOT DefectBraid 43.5 ps

Table 4. Layer 3: Surface Code Operations

temporal dimensions, with units along the time axis defined by the lattice refresh time.
As such, any defects must be separated by distance d in time and space within the
surface code. Table 4 shows the time required for several Layer 3 processes including
the construction of logical gates such as CNOT.

4.2.8. Local Error Correction Processing The error syndrome decoding process in
Layer 3 requires the location of error chain endpoints and the subsequent matching of
these endpoints into a minimum-weight set of error chains [29,[85L[87]. Section
suggested a method for integrating local surface code processors into the photodetector
array. Devitt et al. describe how to split the syndrome decoding problem into
smaller manageable chunks [20], an approach which is supported by the use of local
error correction processors. Nevertheless, minimum-weight matching can require a
significant number of calculations, so even special-purpose processors may require a
substantial amount of time to complete this task. If latency and classical processing
cause significant delay of the availability of the logical measurement result, future
logical operations depending on the result can be delayed with logical identity gates.
This is computationally reasonable as a linear increase of the size of the logical qubit
results in only polynomial increase of the classical processing time but an exponential
increase of the logical qubit lifetime, implying arbitrary delay can be handled with
only logarithmic overhead. As a result, Layer 3 must signal to Layer 4 when error
syndrome processing requires more time, so that Layer 4 inserts the necessary logical
identity gates into the sequence of logical operations.

4.2.4. Pauli Frames in Action In this architecture, Pauli frames are dynamic objects,
just like a virtual qubit. However, unlike virtual qubits, they are entirely classical
objects, since they carry two bits of classical information for each qubit to which
they apply. For this reason, they exist in the digital circuitry associated with error
syndrome processing, since these same processors determine what the Pauli frame
should be.

The manner in which a Pauli frame is implemented could be compared to a
classical parity mask. Imagine there is a string of data bits, and one has determined
where in this string some bits were flipped by errors. This error correction information
is stored in a second bit string (parity mask), which consists of 1s where bit-flip errors
occurred, and Os elsewhere. The recovery operation is then the bitwise XOR of the
two strings. Returning to our quantum computer, Layer 3 will continually record
the results of the syndrome measurement step. Before any operation requiring logical
measurement (such as a non-Clifford gate), any errors which have occurred must be
identified. A parity mask for the entire surface code is created, with an entry for each
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virtual qubit. The minimum weight matching algorithm processes the accumulated
syndrome information and pinpoints the locations of X errors; the parity mask is then
updated by flipping the existing entry corresponding to each X error. Note that after
this update process, it is possible that a virtual qubit will have experienced two X
errors at different times, which cancel each other. The parity mask appropriately has
a 0 entry in this event. Complementary to the identification of X errors, a similar
procedure is performed for Z errors in a second parity mask. The combination of the
X and Z parity masks is the Pauli frame for Layer 3.

The Pauli frame comes into action whenever a logical measurement is made on
a pair of defects in the surface code. The individual virtual qubit measurements are
modified based on the Pauli frame in Layer 3. If the measurement basis applied at each
virtual qubit commutes with the corresponding Pauli frame entry, the measurement
result is unchanged. If the measurement anti-commutes with current Pauli frame entry
at this virtual qubit, then the measurement result is flipped. This action is comparable
to the bitwise XOR mentioned above for a classical bit string. Note that the presence
of both an X and Z error in the Pauli frame is tantamount to a Y error, as global
phase is irrelevant to measurement outcome. After the adjusted measurement result is
reported, the corresponding Pauli frame entry is reset to I (0 entry for both X and Z
masks). We emphasize that the error syndrome in Layer 3 is not identical to the Pauli
frame. Using the minimum weight matching algorithm, Pauli frames (corresponding
to the identified locations of errors) are determined based on the syndrome, which is
the location of error chain endpoints without explicit knowledge of the error chains
themselves.

5. Layer 4: Logical

The Logical layer transforms the outputs of the QEC layer into a complete substrate
for quantum computing which is used by the Application layer. The QEC layer
provides logical qubits and a limited set of logical gates; however, the Application
layer may request any arbitrary quantum gate, and it is the task of Layer 4 to create
this gate. A specific implementation of the Logical layer depends on what services
Layer 3 provides. We develop Layer 4 in the context of using the surface code in
Layer 3, which provides logical qubits, logical CNOT, and injected singular states. In
another quantum computer where the QEC layer provides different outputs, a different
set of processes in the Logical layer may be needed.

5.1. Functions of the Logical Layer

The function of the logical layer is to provide the logical qubits and gates needed for
the quantum algorithm in the Application layer. The surface code produces logical
qubits and gates with arbitrarily high accuracy. However, the only fault-tolerant
gates provided by the surface code are the Pauli 1-qubit gates (trivially performed
by updating the Layer 4 Pauli frame), initialization and measurement in the X and
Z bases, the CNOT gate and the identity gate. Rotations about the X and Z Bloch
sphere axes can be achieved given ancilla states of the form % (10) 4 € [1)), which
can be created using non-fault-tolerant techniques. For 6 = x/2, 7 /4, fault-tolerant
state distillation circuits can be used to obtain arbitrarily high fidelity ancilla states
enabling arbitrarily high fidelity rotations of these angles. Similar techniques can be
used to create ancilla states enabling Toffoli to be implemented. By the Solovay-Kitaev
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theorem [91], these gates are sufficient to efficiently approximate arbitrary single-qubit
logical unitary gates.

Logical Pauli Frame Just as in Layer 3, it is unnecessary to implement logical Pauli
gates. Instead, a second Pauli frame exists in Layer 4 which functions exactly like its
counterpart in Layer 3 (see sections and . Whenever a logical Pauli gate
would be applied, the corresponding entry in the Layer 4 Pauli frame is parity flipped
instead. However, the performance requirements of this Pauli frame are not as strict
as the one in Layer 3, so the Logical Pauli frame can exist in software which controls
the Logical layer, instead of dedicated hardware as is necessary for the Pauli frame
in Layer 3. This can be seen in Table [l where the fastest rate one would need to
apply Logical Pauli gates is after each round of defect braidings, or once every 56.4
us, and the number of entries in the Layer 4 Pauli frame corresponds to logical qubits,
which is 12288. Conversely, the Pauli frame in Layer 3 must be updated every lattice
refresh cycle (1.61 us), and the number of entries is the number of virtual qubits in the
surface code: 9.04 x 108, as calculated below in section Conventional computers
can handle the workload of the Layer 4 Pauli frame in software, but the workload of
the Layer 3 Pauli frame demands the custom-designed processors described in sections

4.1.3] and [4.2.3]

5.2. Layer 4 Performance

The Logical layer supports the Application layer, and so we analyze the resources in
Layer 4 for the specific purpose of executing Shor’s algorithm in Layer 5. The number
of logical qubits for Shor’s algorithm depends on the particular implementation of the
algorithm [6492H94]. The algorithm adopted for this quantum computer architecture
scales as ~ 6N, where N is the number of bits in the number to be factored [95], so that
factoring a 2048-bit number requires approximately 12288 logical qubits. However,
auxiliary logical qubits are also needed for state distillation (explained in section
required for the Toffoli gates used in the modular exponentiation step of Shor’s
algorithm (see also section [5.2.2)). To factor a 2048-bit number, approximately 90000
logical qubits is sufficient [22]; fewer qubits can be used at the expense of time, since
the Toffoli gate operations would be delayed until the injected states are distilled.
Additionally, “wiring space” is added for the surface code to enable defects to move
and braid when necessary, which is estimated as a 25% overhead in the size of the
surface code. With these figures in place, we can estimate the resources required for
this quantum computer, as shown in Table [f]

5.2.1. Singular State Distillation Singular qubit states described in section [5.1] are
necessary to produce arbitrary logical gates in Layer 4. These singular qubits can be
produced by magic state distillation [29,|96]. This process consumes a great deal of
resources in the quantum computer since many logical qubits are used for distillation.
If states are injected with an approximate error of 0.1%, then distilling a |Y) state
(0 = w/2) requires two levels of distillation, or at least 49 injected states, to produce
one logical |Y') qubit with infidelity (error) of 2.4x 10~24. Using one level of distillation
is insufficient because the resulting error in the qubit is 7.0 x 1072, which is much
greater than the logical error rate (e, = 9.8 x 10719, see section . Similarly,
distilling an |A) state (0 = 7/4) requires at least two levels of distillation, or at least
225 injected |A) states, to produce one logical |A) qubit with infidelity (error) of
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Resource Label Composition Quantity
gﬁii(;atlon Logical AppQubits 6x [bit size of number to be factored| 12288
State Distillation . . . .
Qubits DistQubits | (Determined by algorithm) 78000
Size of the Surface .
Code in Virtual ]13',2551:; \{,Qf;? x (AppQubits + 9.04 x 108
Qubits TELNEDL

Table 5. Layer 4 Resources in Terms of Logical Qubits and the Corresponding
Size of the Surface Code in Virtual Qubits
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are used to create arbitrary gates with the Solovay-Kitaev algorithm.

1.5 x 10721,

Consequently, distillation must be performed continuously in parallel

with other logical operations to ensure that these purified states are available on
demand. Ref. [84] discusses the resource cost and error scaling of this process in more
detail. It is noteworthy that distillation is probabilistic, but the probability of success
is high for high-fidelity injected states. We assume the injected states are formed
from an initialized virtual qubit and one virtual gate. Since the production of these
qubits is critical to the performance of a surface code quantum computer, the injection
operations in Layers 1 and 2 should be optimized so that distillation converges to a
high-fidelity logical qubit quickly.
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. Quantity in
Operation QuDOS
Toffoli Gate Time 600 us
ModExp Circuit Depth (Toffoli Gates) 7.38 x 108
Minimum Execution Time for Shor’s Algorithm 6 days

Table 6. Layer 5 Performance for Shor’s Algorithm factoring a 2048-bit number.

5.2.2. Construction of a Toffoli Gate A construction of the Toffoli gate is given in
Ref. [23] on p. 182. The small-angle phase and /8 gates require singular qubits, as
described in Ref. [29]. We will assume here that these singular qubits are distilled
as needed, but accurately accounting for the braiding operations and volume of the
surface code required for singular state production is an active area of research. Hence
we account for the time required to implement a Toffoli gate in terms of the number
of braiding steps (the depth of this circuit) assuming the singular states are available.
There is one braiding for each gate, giving a total of 13 braidings. This implies a
minimum Toffoli gate time of 600 us.

5.2.8. Summary of Logical Layer Performance We do not calculate the time required
to implement any arbitrary gate within the Logical layer, but the prescription is
straightforward:

e Specify each logical gate and its accuracy tolerance.

e Use the Solovay-Kitaev algorithm [91] to determine a sequence of available gates
from the surface code or state distillation which accurately approximates the
desired logical gate.

e Decompose this sequence of gates into the necessary braiding operations, and
calculate the total time required.

For Shor’s algorithm, the modular exponentiation subroutine (ModExp) is the
bottleneck to performance. The ModExp process depends principally on the Toffoli
gate, so we use this figure to estimate the run-time of Shor’s algorithm in section [f]

6. Application Layer

The Application layer hosts the quantum algorithm, such as Shor’s algorithm [97], that
a classical user wishes to execute. Logical gates constructed in Layer 4 are performed
on the logical qubits provided by the QEC layer, and the end result is communicated
to the classical user. The Application layer is completely unaware of the underlying
hardware, since it interfaces only with Layer 4. Since the lower layers have provided all
the resources for quantum computing, the figures of merit in Layer 5 are the number of
available qubits and the speed of logical operations, which implies the time required
to implement a certain quantum algorithm. The size of QuDOS in terms of both
virtual and logical qubits was given in Table[5] and the run-time for Shor’s algorithm
factoring a 2048-bit number is given in Table [6]

We must note however that Table [f] gives a minimum execution time, which can
be slowed by some processes we have not fully analyzed here. If the syndrome decoding
process in Layer 3 takes longer than expected, non-Clifford operations, such as gates
which require singular states, will be delayed. Additionally, we have not yet accurately
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Figure 9. Relative timescales for critical operations in QuDOS within each layer.
The arrows indicate dependence of higher operations on lower layers. The red
arrow signifies that the surface code lattice refresh must be much faster than the
dephasing time in order for error correction to function. The Application layer is
not included here since quantum algorithms can vary widely in the time they take
to implement, while this figure is concerned with the fundamental operations in
a quantum computer.

simulated the braiding operations for the singular state distillation in Layer 4. If this
procedure requires more time or space in the surface code than estimated above, then
the overall algorithm run-time will suffer. Finally, connectivity is a related issue. We
assumed in section m a 25% overhead, but perhaps more is necessary or long-range
interactions in the surface code will become bottlenecks. These matters are the subject
of future work.

7. Timing Considerations

Precise timing and sequencing of operations are crucial to making an architecture
efficient. In the framework we present here, an upper layer in the architecture depends
on processes in the layer beneath, so that logical gate time is dictated by surface code
operations, and so forth. This system of dependence of operation times is depicted
in Figure 0] The horizontal axis is a logarithmic scale in the time to execute an
operation at a particular layer, while the arrows indicate fundamental dependence of
one operation on other operations in lower layers.

Examining Figure [0} one can see that the timescales increase as one goes to
higher layers. This is because a higher layer must often issue multiple commands to
layers below. For example, the virtualization layer must construct a virtual 1-qubit
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Steps 4 and 12 indicate significant delays in the propagation of a control or readout
signal.

gate from a sequence of spin-state rotations. This process includes the duration of
the laser pulses and the delays between pulses, which all add together for the total
duration of the virtual gate. Figure shows the QuDOS control loop, which is a
more detailed rendition of Figure [2] Here one can see how the essential operations in
the architecture interact. In particular, the error syndrome decoding step in Layer 3
is separated into two components, with local processors (described in section
handling small subsections of the surface code while a global processor integrates the
results of the local processors into one consistent error pattern. In particular, the
global processor corrects any logical measurements based on the Layer 3 Pauli frame
(sections and . The processors in steps 1, 2, and 3 of Figure |10 coordinate
the operations in the corresponding layers of the architecture.

The switching delay of 1 us means that one set of MEMS mirrors cannot multiplex
all of the laser pulses in this architecture. Witness in Figure [J] that virtual 1-qubit
gates and measurement must operate much faster than this delay permits. Therefore,
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two micromirror arrays are needed for the crucial measurement operations in Layer 1
and the associated single-qubit virtual gates which change the basis of measurement.
As explained in section [2.2.3] one mirror array is used to multiplex light signals
while the second is re-positioning. When the second mirror is in place, the electro-
optic modulators switch so that the second array multiplexes light while the first
re-positions. In this manner, the relatively slow switching delay of the MEMS mirrors
can be circumvented, at the expense of losing some optical power.

8. Discussion

We have presented a layered framework for a quantum computer architecture. The
layered framework has two major strengths: it is modular, and it facilitates fault-
tolerance. The layered nature of the architecture hints at modularity, but the defining
characteristic of the layers we have chosen is encapsulation. Each of the layers has
a unique and important purpose, and that layer bundles the related operations to
fulfill this purpose. Since technologies in quantum computing will evolve over time,
layers may need replacement in the future, and encapsulation makes integration of
new processes a more straightforward task. Fault-tolerance is at present the biggest
challenge for quantum computers, and the organization of layers is deliberately chosen
to serve this need. Arguably, Layers 1 and 5 define any quantum computer, but the
layers in between are devoted exclusively to fault-tolerance in an intelligent fashion.
Layer 2 uses simple control without monitoring qubit states to mitigate systematic
errors, so this layer is positioned close to the Physical layer where techniques like
dynamical decoupling and decoherence-free subspaces are most effective. Layer 3
hosts quantum error correction (QEC), which is essential for large-scale circuit-model
quantum computing on any hardware, such as executing Shor’s algorithm on a 2048-
bit number. There is a significant interplay between Layers 2 and 3, because Layer 2
enhances the effectiveness of Layer 3, which is discussed further in section[d] Finally,
Layer 4 fills the gaps in the gate set provided by Layer 3 to form any desired unitary
operation to arbitrary accuracy, thereby providing a complete substrate for universal
quantum computation in Layer 5.

QuDOS, a specific hardware platform we introduce here, demonstrates the
power of the layered architecture concept, but it also highlights a promising set of
technologies for quantum computing, which are particularly noteworthy for the fast
timescales of quantum operations, the high degree of integration possible with solid
state fabrication, and the adoption of several mature technologies from other fields
of engineering. The operation times for fundamental quantum gates are discussed in
section 2] but the importance of these fast processes becomes clear in Figure [9] where
the overhead of virtual gates in Layer 2 and QEC in Layer 3 increases the time to
implement quantum gates from nanoseconds in the Physical layer to milliseconds in
the Logical layer, or six orders of magnitude. In this context, a quantum computer
needs very fast physical operations.

Much like their classical counterparts, quantum computers need to scale to large
size in order to solve useful problems. In fact, when error correction is included, a
quantum computer requires sizable classical processing as well. As with the integrated
circuit (IC) industry, integrated fabrication is one of the best methods to solve
this dilemma. QuDOS is particularly well-suited to device integration since the
quantum memory resides in charged quantum dots, which are formed by solid-state
fabrication methods inherited from the semiconductor field. Likewise, the MEMS
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mirrors and photodetector arrays are also designed to be fabricated with very large-
scale integration (VLSI). This approach is proven and robust, and the state of the art
is continually being advanced for reasons outside of quantum computing.

The QuDOS architecture has been designed to take advantage of existing
mature technologies wherever possible. Doing so allows the architecture to benefit
from advances in technology due to other fields of research. For example, the
projection optics and phase-shift masking were developed for photolithography in the
IC industry. MEMS micromirrors were invented to multiplex light signals in high-
definition televisions and projectors. Utilizing these established technologies reduces
the burden on quantum computing engineers.

An area which requires further development is the optical engineering in this
system. The development of phase-shift masks is routine in photolithography, but it
is still very computationally demanding. Moreover, adapting this technique to the
current system is complicated by the beamsplitters and MEMS mirrors along the
optical paths, as well as the spectral width of the pulses and how they interact with
the quantum dots in the planar cavity. Additionally, focusing the laser light signals
to the quantum dot array may require a projection optics system, which we have
not studied here. Similarly, while integrating logic with photodetectors is feasible,
determining the complexity of custom circuits for the syndrome processing step in
the surface code is an area of future work. Moreover, integrating digital logic with
high-gain photodetectors needed in the context of QuDOS may also present challenges
we have not analyzed here.

One of our principle objectives is to better understand the resources required
to construct a quantum computer which solves a problem intractable for classical
computers. Common figures of merit for evaluating quantum computing technology
are gate fidelity, operation time, and qubit coherence time. This investigation goes
further to show how connectivity and classical control performance are also crucial.
Designing a quantum computer requires viewing the system as a whole, such that
tradeoffs and compatibility between component choices must be addressed. A holistic
picture is equally important for comparing different quantum computing technologies,
such as ion traps or optical lattices. This work illustrates how to approach the
complete challenge of designing a quantum computer, so that one can adapt these
techniques to develop architectures for other quantum computing technologies we have
not considered here. By doing so, differing system proposals can be compared within
a common framework, which gives aspiring quantum engineers a common language
for determining the best quantum computing technology for a desired application.
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