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ABSTRACT
We investigate the following sorting problem: We are given n bins with two balls in each bin.
Balls in the ith bin are numbered n + 1 − i. We can swap two balls from adjacent bins. How
many number of swaps are needed in order to sort balls, i.e., move every ball to the bin with
the same number. For this problem the best known solution requires almost 4

5 n2 swaps. In

this paper, we show an algorithm which solves this problem using less than 2n2

3 swaps. Since

it is known that the lower bound of the number of swaps is
⌈(

2n
2

)
/3
⌉
=
⌈

2n2

3 − n
3

⌉
, our result is

almost tight. Furthermore, we show that for n = 2m + 1 (m ≥ 0) the algorithm is optimal.
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1 Introduction
Sorting is a fundamental operation in computer sci-

ence, and many types of sorting problems have been
developed. A well-studied model of sorting, e.g., bub-
ble sort, merge sort, quick sort, and so on, is based on
a comparison sort. These sort algorithms are based on
comparing two numbers and swapping them. Some ver-
sions of sorting problem have been studied [3]–[5].

In this paper, we investigate the following sorting
problem, which we call SORTING k-SETS IN BINS.
This problem was posed by Peter Winkler [12].

Standing in a row are n bins, the ith bin contain-
ing k balls numbered n + 1 − i. At any time, we
can swap two balls from adjacent bins. How many
swaps are necessary to get every ball into the bin
carrying its number?

If k = 1, this problem is a well-known standard swap-
sort problem, and it is easy to see that

(
n
2

)
swaps are

necessary and sufficient. In this paper, we consider the

Received October 30, 2011; Revised December 20, 2011; Accepted December
22, 2011.
1) itohiro@kuis.kyoto-u.ac.jp, 2) teruyama@kuis.kyoto-u.ac.jp,
3) yyoshida@kuis.kyoto-u.ac.jp

case of k = 2.
We see an example for the case of n = 3, we are given

three bins with two balls respectively as Fig. 1, our task
is replacing balls to target state as Fig. 2 by swapping
two balls from adjacent bins. From the result of k = 1,
you may think 2 ·

(
3
2

)
= 6 swaps are necessary. However,

five swaps are sufficient (see in Fig. 3)! In fact we can
easily check that less than 2 ·

(
n
2

)
swaps are sufficient for

small n by using computer search.
Winkler showed that

⌈(
2n
2

)/
3
⌉
=

⌈
n(2n−1)

3

⌉
is a lower

bound [12]. This bound looks nice since it is tight for
n ≤ 5. However for n = 6, we need 23 > 22 =

⌈(
2·6
2

)/
3
⌉

swaps, and hence the bound is not tight generally. Find-
ing a tight bound and finding an algorithm giving the
bound is an attractive open problem, and we don’t have
any non trivial upper bound so far. (However, in the
website [13], it is described that an upper bound of 4

5 n2

is obtained by recursively using the fact the sorting can
be done in 15 moves for n = 5).
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Fig. 1 Initial state.
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Fig. 2 Target state.
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Fig. 3 5 swaps to sort 3 bins.

Our contribution. Let T (n) be the minimum num-
ber of swaps for SORTING PAIRS IN BINS with n bins.
We show that T (n) is less than 2

3 n2. Since it is known

that the lower bound of the number of swaps is
⌈(

2n
2

)/
3
⌉

=
⌈

2n2

3 − n
3

⌉
[12], our result is almost tight. In particu-

lar, we show that T (n) =
(

2n
2

)/
3 for n = 2m + 1 (m =

0, 1, 2, . . .), which matches the lower bound [12]. Main
approach of our algorithm is recursivity to solve SORT-
ING PAIRS IN BINS. We can find a recursive structure
of this problem to reach our upper bound. Finding this
structure gives the effect for n = 2m + 1 bins, and one
can solve in optimal swaps.

That is, we show the following result.

Theorem 1. There is an algorithm that solves SORT-
ING PAIRS IN BINS less than 2

3 n2 swaps for n ≥ 2 bins.
In particular, if n = 2m + 1 (m = 0, 1, 2, . . .), it sorts in(
2n
2

)/
3 swaps and this is optimal.

Püttman independently reported a similar result in
[11]. However, we have informally reported the present
work in [8], [9] earlier. Also, we cannot confirm the de-
tail of her paper since the manuscript is written in Ger-
man.

Related work. Consider the case of k = 1, that is,
each bin has one ball. Any permutation can be sorted in
at most

(
n
2

)
exchanges. A well-known method is bubble

sort [10]. There is no better bound, because when the
balls start in reverse order each ball must be exchanged
with every other to complete the sorting.

Some versions of sorting problem have been stud-
ied besides a comparison sort. For example, a permu-
tation is modeled as pancakes [3], [6], [7] (sorting op-
eration is flipping the prefix of permutation). Others
of sorting operation are cut-and-paste or block transpo-
sition [1], [2], [4] (sorting strings of consecutive entries
of a permutation). And one may sort by placement and
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Fig. 4 Simple representation of the state of balls and bins.
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Fig. 5 The state after moving a ball n to the nth bin from
the initial state.
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Fig. 6 The state after moving the rightmost ball n−1 to the
(n − 1)th bin from the state as Fig. 5.

shift as hand-sorting files [5].

2 Algorithm
2.1 Outline of our algorithm

Before explaining our algorithm, we give some nota-
tions. An initial state for n bins is the state that any ith
bin has two balls labeled n+1−i as Fig. 1. A target state
for n bins is the state that any ith bin has two balls la-
beled its number i as Fig. 2. We define that to solve for
n bins is to sort balls from the initial state to the target
state for n bins. If we say move the ball u to the vth bin,
one continues to swap u and the lower number ball in
u’s right bin until the ball u goes into the vth bin. In this
paper, we represent the state of balls and bins simply as
Fig. 4 instead of Fig. 1.

First, we explain the outline of our algorithm with
the case that n (the number of bins) is even as follows.
First, we move one ball n from the 1st bin to the nth bin
by using n − 1 swaps, and the state becomes as Fig. 5.
Next, we move the rightmost ball n − 1 from the 2nd
bin to the (n − 1)th bin by n − 3 swaps, and the state
becomes as Fig. 6. Similarly we move the rightmost
ball n − i from the (i + 1)th bin to the (n − i)th bin for
i = 0 to n/2 − 1. Now, the resulting state is as Fig. 7.

Here, looking the n/2 bins of the left half, we relabel
balls i by

⌈
i
2

⌉
for i ∈ {1, . . . , n}. The state of n′ = n

2
bins in the left half is regarded as the initial state of n′
bins. Thus we can use this recursive structure, and we
solve for n′ bins, and the resulting state of n′ bins in the
left half becomes the target state of n′ bins. Returning
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Fig. 7 The left half bins is a recursive structure: the state
of after Step 1 of algorithm PB(n) when n is even.
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Fig. 8 The state after sorting for a recursive structure: the
state of after Step 2 of PB(n) when n is even.
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Fig. 9 The state after moving the left most ball n to the nth
bin from the state as Fig. 8.
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Fig. 10 The state after moving the left most ball n − 1 to
the (n − 1)th bin from the state as Fig. 9.

balls in n′ bins in the left half to the original number,
the state of n′ bins in the left half is that the 1st bin has
balls 1 and 2, the 2nd bin has balls 3 and 4, and so on.
Thus the resulting state is as Fig. 8.

As the last step, for i = 0 to n − 2, we move the left-
most ball n−i to the (n−i)th bins as follows. First, when
we move the leftmost ball n from the n

2 th bin to the nth
bin, the rightmost ball n/2 is shifted to the (n/2)th bin,
and each rightmost ball n/2 − 1, . . . , 1 is shifted to left
bin. The resulting state is as in Fig. 9. Next, moving a
leftmost ball n− 1 from the n

2 th bin to the (n− 1)th bin,
each rightmost ball n/2 − 1, . . . , 1 is shifted to left bin.
The state is shown in Fig. 10. Similarly we move balls
n− 2, n− 3, . . . , 2 to the target state bins respectively in
this order, the resulting state becomes the target state of
n bins.

For odd n, this strategy can be applied by introducing
a fine adjustment. The details are shown in the next
subsection.
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Fig. 11 The state of after Step 1 of PB(n) when n is odd.
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Fig. 12 The state of after Step 2 of PB(n) when n is odd.

2.2 Algorithm
We present an algorithm PB(n) that solves for n bins

as follows.

Algorithm PB(n).

• when n is even
1. For i = 0 to n/2 − 1, move the rightmost ball

with labeled n− i to the (n− i)th bin. After this
operation, the resulting state is as Fig. 7.

2. If n = 2 do nothing. Otherwise looking the
n/2 bins in the left half, relabel balls i by

⌈
i
2

⌉
for i ∈ {1, . . . , n}. Its state is the same as the
initial state of n′ = n/2 bins problem. Solve
for n′ bins in the left half by PB(n′). For balls
in n′ bins in the left half, we replace these la-
bels back to the original. After that, the state
is shown in Fig. 8.

3. For i = 0 to n − 2, move the leftmost ball n − i
to the (n − i)th bin.

• when n is odd
1. For i = 0 to (n − 3)/2, move the rightmost ball

n − i to the bin n − i. After this operation, the
resulting state is as Fig. 11.

2. Looking the (n + 1)/2 bins in the left half,
relabel i by

⌈
i
2

⌉
for i ∈ {1, . . . , n} except the

rightmost ball (n + 1)/2. Now the state of
n′′ = (n + 1)/2 bins in the left is as Fig. 5 for
n′′ bins. In fact, this state is on the way of Step
1 in PB(n′′) for n′′ bins. Therefore, one can
sort balls from this state to the target state of
n′′ bins by simulating PB(n′′) from the state.
For balls in n′′ bins in the left half, we replace
these labels back to the original. After that, the
resulting state is shown in Fig. 12.

3. For i = 0 to n − 2, move the leftmost ball n − i
to the (n − i)th bin.



02

6 Progress in Informatics, No. 9, pp.3–7, (2012)

Lemma 1. The algorithm PB(n) solves for n bins.

Proof. Clear from the induction. �

3 Number of swaps
To prove Theorem 1, it remains to show algorithm

PB(n) uses less than 2
3 n2 swaps.

Lemma 2. The number of swaps performed by PB(n)
is less than 2n2

3 .

Proof. Let S (n) be the number of swaps performed by
PB(n). We use induction. When n = 2, S (2) = 2 < 2·22

3
clearly holds.

Suppose that S (l) < 2l2

3 holds for any l < n. There
are two cases to consider.

• When n is even:
We count the number of swaps performed by
PB(n). In Step 1, n2

4 swaps are needed. Step 2

needs S
(

n
2

)
< 2

3

(
n
2

)2
swaps. Finally, Step 3 needs

n2

4 swaps. Thus, in total, less than n2

4 +
2
3

(
n
2

)2
+ n2

4 =

2n2

3 swaps are required.

• When n is odd:
We count the number of swaps performed by
PB(n). In Step 1, n2−1

4 swaps are needed. Step 2

needs S
(

n+1
2

)
− n−1

2 < 2
3

(
n+1

2

)2 − n−1
2 = n2−n+4

6

swaps. And Step 3 needs n2−1
4 swaps. Thus, in to-

tal, less than n2−1
4 +

n2−n+4
6 + n2−1

4 = 2n2

3 − n−1
6 <

2n2

3
swaps are required.

Therefore we complete the proof. �

Lemma 3. When n = 2m + 1, the number of swaps
performed by PB(n) is exactly

(
2n
2

)/
3.

Proof. We use induction on m. When m = 0, we can
clearly sort in

(
2(20+1)

2

)/
3 = 2 swaps.

Let n = 2m + 1 and suppose that PB(n) performs(
2n
2

)/
3 swaps. Let n′ = 2m+1 + 1. From the argument

on PB in the proof of Lemma 2, the number of swaps
performed by PB(n′) is

n′2 − 1
4
+ S (

n′ + 1
2

) − n′ − 1
2
+

n′2 − 1
4

=
n′2 − 1

4
+

(
2n
2

)/
3 − n′ − 1

2
+

n′2 − 1
4

=

(
2n′

2

)/
3.

�

Proof of Theorem 1. Directly follows from Lemmas 1,
2, and 3. �

4 Conclusions
We showed that there is an algorithm for solving

the problem of SORTING PAIRS IN BINS less than
2
3 n2 swaps and especially, it achieves the optimal for
n = 2m + 1. Note that this problem considers only re-
verse (double) sequence for the input. However it is
not difficult to show that this case gives the worst case
among the problem considering all permutations for in-
put.

We conjecture that for any n but 6 it is possible
to solve by

⌈
n(2n−1)

3

⌉
swaps, which matches the lower

bound. That is because our computer search found a
sequence of swaps in steps equal to lower bound for
n ≤ 20 except 6. Therefore, one of our future works
is to find an algorithm performing the lower bound for
every n but 6.

In addition we have an open question that if each bin
contains more than two balls, i.e., SORTING k-SETS IN

BINS, how many times one needs to swap balls. We
can calculate the lower bound of the number of swaps
by using Winkler’s “point system” as well as the case
that each bin has two balls. If each bin has k balls, the
lower bound of the number of swaps is

⌈(
kn
2

)/
(2k − 1)

⌉
if n is even, and

⌈((
kn
2

)
−

(
k−1

2

)) /
(2k − 1)

⌉
if n is odd.
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