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ABSTRACT
In this paper, we propose a model/method for observing the potential lexical productivity of head elements in nominal compounds, and compare the productivity of a few high-frequency head elements in a technical corpus. Much work has been done on various aspects of nominal compounds. Most of this work, however, has been devoted to “syntagmatic” aspects at various levels, such as semantic compositionality, possible variations, lexical cohesiveness, etc. while the “paradigmatic” aspects of nominal compounds have received relatively little attention. By providing a “paradigmatic” perspective for analysing nominal compounds, this paper aims to help build a truly integrative approach to analysing and processing nominal compounds.
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1 Introduction
This paper aims to provide a concept and method for observing the potential lexical productivity of head elements in nominal compounds based on textual corpora. Many studies have been carried out on various aspects of nominal compounds. Most of them have been devoted to “syntagmatic” aspects at various levels, such as structural and/or semantic analysis [1]–[4], variations [5]–[7], and lexical cohesiveness [8] [9]. On the other hand, little work, if any, has been done on the lexical productivity of nominal compounds, such as the productivity of head elements.

Though this situation may reflect the fact that most NLP-related “applications” are concerned with texts or discourse and may therefore be considered reasonable, it is also true that an actual manifestation of a text or a discourse always presupposes what could have been manifested in its place. Also, intuition tells us that there is at least some correlation between the potential lexical productivity of an element and the semantic nature of its compounds, such as their transparency or compositionality. For instance, it might be that the more productive the element is, the more transparent the semantic relation between the element and its company tends to be. Suppose, for instance, the nominal compounds “A X” and “B X” (where “A” and “B” are modifiers and “X” is the head) are seemingly non-compositional semantically. It would be revealing, if not critical, to know whether the head “X” is extremely productive or not in analysing the nature of the non-compositionality of the compounds “A X” and “B X”. By addressing the issue of potential productivity, we shift the target of theoretical observation from the textual sphere or the use of compounds to the lexicological sphere [11].

As such, the potential productivity of the nominal compounds of an element should provide a basic frame of reference for analysing individual cases of nominal compounds in which the element is used. Though the work reported here falls short of fully exploiting the potential for the integrated processing of nominal compounds (partly due to the fact that potential lexical productivity has been virtually unexplored so far) [11], it of-
fers useful insight into approaching the phenomenon of nominal compounds.

2 Potential lexical productivity

2.1 The concept of lexical productivity

Let us define here the “potential lexical productivity” of the head element of compound nouns\(^4\). Take, for instance, two lexical elements \(w_1\) and \(w_2\), and define two corpus-based quantitative measures as follows:

\[
\begin{align*}
&f(i, N): \text{the token frequency of an element } w_i \text{ occurring as a head of nominal compounds in a corpus of size } N, \text{i.e. the token frequency of nominal compounds the head of which is } w_i. \\
&d(i, N): \text{the type number of } w_i \text{ occurring as a head of nominal compounds in a corpus of size } N, \text{i.e. the number of types of compounds the head of which is } w_i. \text{ It is sometimes called the “extent of use” [18].}
\end{align*}
\]

Suppose now that \(f(i, N)\) and \(d(i, N)\) for \(w_1\) and \(w_2\) in a corpus of size \(N\) are as follows:

\[
\begin{align*}
&f(i, N) & d(i, N) \\
&w_i & 1,000,000 & 50,000 \\
&w_j & 10,000 & 1,000
\end{align*}
\]

In this case, we might say that \(w_i\) is more lexically productive simply because \(d(i, N)\) for \(w_i\) is higher, which means \(w_i\) makes more nominal compounds than \(w_j\). However, if \(f(i, N)\) and \(d(i, N)\) for \(w_1\) and \(w_2\) in a corpus of size \(N\) are as follows,

\[
\begin{align*}
&f(i, N) & d(i, N) \\
&w_i & 1,000,000 & 1,000 \\
&w_j & 10,000 & 1,000
\end{align*}
\]

we might very well say that \(w_i\) is more lexically productive because it produces 1,000 nominal compounds while occurring only 10,000 times in texts, while on the other hand \(w_j\) only produces 10,000 types of nominal compounds although it occurs a million times in the corpus; the latter should be evaluated as having poor productivity.

This intuition in turn raises doubts concerning the conclusion in the first case, i.e. that \(w_i\) is more lexically productive as it produces 100 times more nominal compounds than \(w_j\). An argument can be made against this claim as follows: if \(w_j\) had occurred in the corpus with the same frequency as \(w_i\), we do not know which of the two would have produced more nominal compounds.

This argument shows that, although \(d(i, N)\) can be regarded as representing the lexical productivity of the head element, \(f(i, N)\) also affects the observation of lexical productivity: if other conditions are equal, an element tends to be regarded as less productive if it has a higher \(f(i, N)\) value. This derives from the simple intuition that (1) the more frequent the token occurs, the greater the type number tends to become, and (2) if we talk about the lexical productivity of the head elements of nominal compounds, we should not be affected by the token occurrence of elements in textual corpora, because this is determined by how dominant the elements are in discourse and has little to do with lexical productivity per se. It is this intuitive notion of lexical productivity that we would like to formalise here.

Let us also note that when we talk about “if \(w_j\) had occurred ...,” we are introducing the potential productivity as opposed to a snapshot of the productivity in the corpus.

We can thus define the potential lexical productivity of a head element as:

The potential ability of a head element to construct nominal compounds when it occurs in a text, as distinct from the characteristic of how frequently the element can be used in a text.

This implies that lexical formation is detached from the actual token use of the element\(^5\), while it still depends on its use in texts\(^6\).

According to this definition, the potential lexical productivities of the two head elements \(w_i\) and \(w_j\) could be compared by normalising the token frequency of the element. To remove the effect of token occurrence \(f(i, N)\) from \(d(i, N)\), using the type-token ratio seems, at first glance, to be a convenient method:

\[
\frac{d(i, N)}{f(i, N)}
\]

However, it is widely recognised that this and other types of simple measure depend systematically on the sample size [14]. Thus it can only be used, at best, to produce a rough snapshot of lexical productivity.

One way to remove the factor of corpus size completely is to estimate the number of nominal compounds when the head element occurs an infinite number of times in texts, i.e.:

\[
d(i) = d(i, AN), \quad A \to \infty
\]

This fits the definition of potential lexical productivity, in which the factor of token occurrence of the head element in texts is completely removed.

\(^4\) The definition itself is not necessarily confined to heads.

\(^5\) Work in psycholinguistics has shown that the subjective frequency of a simplex word depends on the type number of compounds it constructs [13].

\(^6\) The formal correspondence of the notion of the dependency of lexical productivity on texts will be introduced in the next section.
Alternatively, we can observe the developmental profiles of \(d(i, \lambda N)\) for changing \(\lambda\). Compared to \(d(i)\), observation of the developmental profiles has the advantage of allowing the nature of productivity to be analyzed more exploratively. For the aim of comparing the productivities of the different elements \(w_i\) and \(w_j\), for instance, it is necessary to compare \(d(i, X)\) and \(d(j, Y)\) where \(f(i, X) = f(j, Y)\). Below, we will use the developmental profiles of \(d(i, \lambda N)\) to observe the potential lexical productivity, instead of using \(d(i)\). Given the lack of understanding of the basic nature of potential lexical productivity, we believe this is a sensible choice.

2.2 Models and methods for measuring potential productivity

In order to define \(d(i)\) and \(d(i, \lambda N)\) properly, we need to take into account the distributions of and around the head element more consistently. In view of the concept of potential lexical productivity, the relevant distributions for defining \(d(i)\) and \(d(i, \lambda N)\) are:

1) The distribution which gives the probability of a head element in the sphere of potential lexical productivity of head elements, which is given by the ratio of the number of different compounds that contain \(w_i\) to the total number of all the potential compounds taking any heads. This distribution is determined by \(d(x)\) for all the head elements \(x\) in the potential lexicon.

2) The distribution which gives the probability of observing a particular compound which contains \(w_i\), when \(w_i\) occurs in a sample (this is defined for each focal element)\(^7\).

3) The distribution which gives the probability of observing \(w_i\) in the document set.

Letting \(p_{wi}\) be the occurrence probability of \(w_i\) in texts, and \(C_i\) be the sample space \(\{i_1, i_2, i_3, \ldots, i_{N_i}\}\) of the distribution of compounds that contain \(w_i\) with probability \(p_{c(i)}\) given to each compound \(i_k\), and assuming the combination of binomial distribution, we have:

\[
E[f(i, N)] = Np_{wi},
\]

\[
E[d(i, N)] = \sum_{m=1}^{Np_{wi}} \sum_{k=1}^{C_i} \left( \frac{Np_{wi}}{m} \right) p_{i_k}^m (1 - p_{i_k})^{Np_{wi} - m}.
\]

Note that \(Np_{wi}\) here may not necessarily be a natural number, but we can practically regard it as being a natural number, because the occurrence of linguistic items is always discrete. What is given in the data is the empirical value for \(d(i, N)\), with the empirical distributions of what actually occurs among \(C_i\) in the document set.

\(^7\) This corresponds to the dependency of lexical production on the actual use of the head element in texts, as mentioned above.

Thus the task to be solved now is to estimate \(d(i, \lambda N)\) for arbitrary \(\lambda\). For \(\lambda < 1\), we can empirically obtain the developmental profiles of \(d(i, \lambda N)\) by means of random subsampling of the original data. However, it would be more useful if we could observe the data size range of \(\lambda > 1\) as we are talking about potential lexical productivity. In order to do so, we can use binomial interpolation and extrapolation [15].

Binomial interpolation and extrapolation provides an estimate of the number of compounds that take \(w_i\) as a head, i.e. \(E[d(i, \lambda N)]\) as follows:

\[
E[d(i, \lambda N)] = E[d(i, N)] - \sum_{k=0}^{\infty} (-1)^k (\lambda - 1)^k E[d(i, N)]
\]

where \(d_i(i, N)\) indicates the number of compound words that take the head \(w_i\) and which occur \(k\) times in a corpus of size \(N\) (i.e. the original corpus). Thus, if we allow ourselves to estimate \(E[d(i, N)]\) and \(E[d(i, \lambda N)]\) by

\[
\hat{E}[d_k(i, N)] = d_k(i, N)
\]

and

\[
\hat{E}[d(i, \lambda N)] = d(i, N)
\]

respectively, it is possible to calculate the number of nominal compounds \(d(i, \lambda N)\) that take \(w_i\) as a head for \(\lambda > 1\) as well.

3 Observing potential lexical productivity

3.1 Data and setup

In order to observe the potential lexical productivity of head elements, we used 1,025 articles published in the Journal of the American Society for Information Science and Technology (JASIST) over a period of 17 years (1986 to 2002). Though 17 years might be long enough to affect the lexical productivity of some head elements, we assumed that this corpus gives a synchronous slice of language representing the field of information science.

The data was tagged using the Brill tagger [16], and the two word sequences consisting of NN, NNS, NNP were extracted as nominal compounds (candidates)\(^8\). We then cleaned up the data. The token and type number of nominal compounds thus obtained are shown in Table 1. In accordance with the shift of the theoretical target of observation from the textual sphere to the

\(^8\) We have here omitted compounds with more than three constituent elements as they are relatively few in number and the direct modification of the heads can in many cases be obtained by compounds with two constituent elements.
lexicological sphere, we regard this corpus as a representative text range through which the unique and singular lexicological sphere can be addressed. As we will see later in relation to the treatment of possible statistical errors, this treatment limits the interpretative framework but at the same time theoretically anchors the observations to the lexicological sphere, which is consolidated as a singular historical event.

Among the data thus extracted, we selected the 10 most frequent head elements for observing the potential lexical productivity. Table 2 gives \( f(i, N) \) and \( d(i, N) \) as well as the type-token ratio of these 10 elements. It is possible to classify these head elements in terms of the status of the concepts they represent in the field of information science, as follows:

**Base concepts of the domain:** “information” and “data” (and perhaps “system”\(^9\)) represent very basic concepts in the field of information science;

**Specialised core concepts of the domain:** “retrieval”, “term” and “search” represent more specific but essential concepts in the field;

**General concepts:** “model”, “analysis”, “process” and “science” represent more general concepts\(^{10}\).

We can observe from the type-token ratio that within the data some elements such as “information” and “data” are highly productive while such elements as “retrieval” and “science” are not productive.

### 3.2 Basic developmental profiles

For these 10 most frequent head elements, we applied binomial interpolation and extrapolation. Figure 1 shows the developmental profiles of the 10 elements (the x-axis is taken by \( f \), thus some elements can be observed only for a partial range of other elements), up to twice the original data size.

The developmental profiles show that “information”, then “data”, are consistently most productive, and “science”, then “retrieval”, are consistently least productive. The developmental profiles of the other six elements are concentrated around the profile of “system”. Upon closer inspection of the trajectories, some interesting tendencies can be observed:

1. Comparing “search” and “model”, whose profiles are very similar, the curve of “model” flattens out more quickly than that of “search”; we can observe that the \( d(“model”, f) \) becomes smaller than \( d(“search”, f) \) at one point.
2. Comparing “analysis” and “process” on the one hand and “term” on the other, the curves of “analysis” and “process” flatten more quickly than that of “term”; \( d(“process”, f) \) becomes smaller than \( d(“term”, f) \) within the range of observation, while \( d(“analysis”, f) \) might well become smaller than \( d(“term”, f) \) if we extrapolate further.

Thus we may be able to make the generalisation that elements representing specialised core concepts tend to retain their productivity more than elements representing general concepts, when the range of observed productivities are similar. This, however, is not saying much given that (a) “model” is — and is expected to be at least according to a visual extrapolation — still much more productive than “term” and “retrieval”, and (b) “analysis” and “process” are — and are expected to be — still far more productive than “retrieval”.

Incidentally, this observation would ideally be accompanied with a discussion of possible errors and variances that necessarily accompany statistical estimations. However, from the viewpoint of lexicology, these variances and errors should be dealt with as a sampling issue of textual corpora that represent the lexicological sphere and not as sampling issues of lexical items of a given textual corpus. Though this is a choice that depends on the singularity of the lexicological sphere and the theoretical status of the study of lexicology [17], and thus can be argued against from the statistical point of view, we nevertheless take this standpoint in this paper and make clarification of this issue as the future task.

---

\(^9\) “system” is a difficult case because depending on the context it can be regarded as a base concept, a specialised core concept or even a general concept with respect to the field of information science.

\(^{10}\) The nature of “science” seems to be slightly different from the other three concepts.
to be dealt with at the level of sampling of a textual range, rather than subsampling of a given textual corpus. These two are, from the viewpoint of lexicology, essentially different and the issue of choosing textual range may well be qualitative rather than straightforwardly statistical.

3.3 Removing highly lexicalised compounds

These head elements, as long as they are so frequently used in the field of information science, may well produce some nominal compounds which are highly lexicalised, to the extent that these compounds are regarded as functionally equal to simple words\(^{11}\). We can hypothesise this with respect to the lexical productivity as follows:

Conspicuously “lexicalised” compounds do not affect the productivity of the head element of these compounds.

For instance, “natural language processing” is so constantly used and the concept it represents so fixed, it can be seen as highly lexicalised. We may therefore be able to claim that this compound does not affect the production of nominal compounds which take the head “processing”.

We thus checked the distribution of nominal compounds for each of the 10 head elements, and removed some compounds from the data according to the following criteria: (a) the token occurrence of the compound is more than two percent of all the compound tokens

\(^{11}\) For instance, the fact that “information retrieval” can be abbreviated as “IR” shows that “information retrieval” is such a compound.

### Table 3

<table>
<thead>
<tr>
<th>head</th>
<th>modifiers of compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>system</td>
<td>retrieval, information, IR, expert</td>
</tr>
<tr>
<td>retrieval</td>
<td>information, document, text, image</td>
</tr>
<tr>
<td>term</td>
<td>search, index, query, indexing, subject</td>
</tr>
<tr>
<td>model</td>
<td>retrieval, space, data, IR, boolean</td>
</tr>
<tr>
<td>process</td>
<td>search, retrieval</td>
</tr>
<tr>
<td>science</td>
<td>information, computer, library</td>
</tr>
<tr>
<td>information</td>
<td>—</td>
</tr>
<tr>
<td>analysis</td>
<td>citation, content</td>
</tr>
<tr>
<td>search</td>
<td>web, subject, information, keyword, boolean</td>
</tr>
<tr>
<td>data</td>
<td>citation</td>
</tr>
</tbody>
</table>
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that take the same head\(^{12}\), and (b) they represent fixed concepts of the domain (determined by referring to a handbook and two dictionaries in the field of information and library science). Table 3 shows the compounds thus removed for each of the 10 head elements. These compounds are assumed to be lexicalised and do not affect the productivity of compounds of the head elements.

Figure 2 shows the changes in the developmental profiles of \(d(i,\lambda N)\) for the 10 elements when these highly lexicalised compounds are removed. It can be noted that, after the removal of these compounds, the productivities of “system”, “retrieval” and “information” (and “science”) becomes much greater (as indicated by the arrows in Figure 2). On the other hand, the changes in the developmental profiles of the productivities of “search”, “model”, “analysis”, and “process” are rather small. In the case of “data” and “information” the changes are minimal (or zero).

Figure 3 underlines that, after the removal of highly lexicalised compounds, the lexical productivities of base and specialised core concepts of the domain show rather similar developmental profiles; they show not only high productivities but also a general tendency not to drop off. General concepts, on the other hand, also show similar developmental profiles; they show low productivities and the developmental profiles are inclined to flatten out. “model” is a somewhat gray case, but still the developmental curve seems to start dropping off only toward the end of the observed range, compared to such elements as “search” or “system”\(^{13}\).

3.4 Some nature of head elements

Taking into account the lexical productivities shown in the developmental profiles as well as the change in the developmental profiles of productivities when highly lexicalised elements are removed, it is possible to define a few groups of head elements in which the nature of productivity correlates with the status of the concepts they represent:

1. Elements which are very productive in general but does not produce highly lexicalised compounds. Among the 10 head elements observed here, “information” and “data” belong to this class. The head elements of this class can be said to represent base concepts of the domain.

\(^{12}\) Because we tend to observe a gap in grouped frequency distributions at around this point.

\(^{13}\) \(d(i)\) estimated using LNRE models [18] shows that the order of the potential number of compounds with “model” as a head is much smaller than that of “search”, though we cannot claim much reliability in relation to this point.
(2) Elements which are very productive in general and produce some highly lexicalised compounds that are used very frequently in discourse. “retrieval”, “term” and “system” belong to this class. This class represents specialised core concepts of the domain. In this regard, “search” is a gray case, which does not appear to have produced conspicuously lexicalised compounds. This class of head elements is expected to be the basic “pool” for the production of domain-dependent lexicalised compounds.

(3) Elements which are less productive than those classified under (1) and (2), and do not produce highly lexicalised compounds. The elements falling into this class are “model”, “analysis” and “process”. This class represents general concepts, important for representing various operations or aspects of the field.

(4) Elements which are less productive than those classified under (1) and (2), but do produce a few highly lexicalised compounds. Among the 10 elements observed here, “science” belongs to this class. This class represents general concepts.

These claims are dependent on two mutually supporting assumptions/hypotheses, i.e. (a) the status of the concepts of the 10 elements in the field of information science can be roughly divided into three types as listed in 3.1 and (b) highly lexicalised compounds can be determined by their high frequency of occurrence in texts and the stability of the concepts they represent. As these two assumptions/hypotheses are not so well established — though they fit our intuition — we have to admit that these claims are not conclusive. Nevertheless, observation of these 10 elements shows that these claims are highly plausible and makes a strong case for their further exploration.

4 Conclusions

This paper introduced the concept of potential lexical productivity as well as a method for empirically observing productivity. On the basis of this concept and method, we have shown that the observation of lexical productivity is very useful in characterising the nature of head elements.

The pursuit of consolidating the lexicological sphere, of which the present work is a part, is of great importance both theoretically and practically. Theoretically, as Saussure argued, lexicon is the core constituent of la langue [19], and computational linguistic work has become matured enough so that it is time this issue was fully explored. Practically, with the realisation of global accessibility to virtually unlimited textual resources on the Web, the lexical application is shifting from trying to extract as much as possible from textual corpora to construct coherent set of lexical items that fits to applications. Put it differently, what is currently requested is not the extraction of lexical items, but the construction of coherent dictionaries [20].

Though what we have clarified in this paper still falls short of incorporating potential lexical productivity in the processing and treatment of nominal compounds, it should ultimately prove useful as even the partial and heuristic use of lexical productivity information in term weighting was reported to be highly promising [12]. As a direct extension of the research reported here, we will address the following issues in the next step:

(1) The choice of textual corpora as data through which the lexicological sphere is observed. This issue involves the treatment of errors and variances in the observations explored in this paper using binomial extrapolation;
(2) The qualitative examination of the assumptions we adopted in this paper, e.g. in relation to the lexicalisation and the setting of the threshold in section 3;
(3) The extension of the head elements to be observed. We observed only 10 head elements in this paper. In order to draw more generalised and stronger conclusions, a larger number of head elements should be observed under the same assumptions.

As mentioned at the end of 3.4, the conclusions drawn in this paper in relation to the nature of the head elements depend deeply on a few interrelated assumptions, which should themselves need separate confirmation. As such, what is reported in this paper is in its very embryonic stage. However, given the dearth of work on the lexicological sphere, we believe that this study is useful as a stepping stone from which we can explore the nature of constituent elements of compounds within the lexicological sphere.
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