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ABSTRACT
A robot design contest, called the “Embedded Technology (ET) Software Design Robot Con-
test,” which involves designing software to automatically control a line-trace robot, was held
in Tokyo, in 2005. The contest was intended to provide a practical opportunity to educate
young Japanese developers in the field of embedded software development. In this paper, we
give the results of the contest from the viewpoint of software quality evaluation. We created
a framework for evaluating software quality, which integrated the design model quality and
the final system performance, and we conducted an analysis using this framework. As a re-
sult of the analysis, the quantitative measurement of the structural complexity of the design
model was found to have a strong relationship to the qualitative evaluation of the design by
the contest judges. On the other hand, no strong correlation between the design model quality
evaluated by the judges and the final system performance was found. For embedded software
development, it is particularly important to estimate and verify reliability and performance
in the early stages, according to the design and analysis models. Based on the results, we con-
sider possible remedies with respect to the models submitted, the evaluation methods used,
and the contest specifications. To adequately measure several quality characteristics, includ-
ing performance, in terms of a model, it is necessary to improve the approach to developing
robot software (for example, by applying model-driven development) and to reexamine the
evaluation methods.
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1 Introduction
A robot design contest, called the “Embedded Tech-

nology (ET) Software Design Robot Contest” [2] (here-
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after, simply “the contest”), was held by the Japan Em-
bedded Systems Technology Association [3] in Tokyo,
in 2005. The contest was intended to provide two op-
portunities for young Japanese developers: a learning
opportunity in analysis and design modeling technol-
ogy in the field of embedded software development,
and an opportunity to experience the entire develop-
ment process in a short period of time.
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In a narrow sense, analysis and design modeling is
a technology for organizing and expressing the results
of interpreting target domains, requirements, system-
integration techniques, and implementation techniques
as models by taking an abstraction from a particular
point of view. In a broader sense, it includes the use
of models to examine particular properties, make re-
visions, or change code. The need for education on
analysis and design modeling in this broader sense has
increased, because the requirements for embedded soft-
ware have become more complex and larger scale and
have begun to include higher reliability. The contest
was planned as an opportunity to respond to this de-
mand.

The entrants participated in teams over an approxi-
mately three-month period from April to June. They
first modeled the design of embedded control software
for a line-trace robot and then implemented the soft-
ware according to the model. The robot, built with
LEGO Mindstorms blocks, [4] was required to move in-
dependently while following a dark line. On the contest
competition day in July, the participants tested the over-
all adequacy of each robot as an embedded system by
demonstrating its independent operation. As judges of
the competition, we evaluated the embedded software
designs submitted by the participants before the robot
tests. Then, the overall implementations were evalu-
ated independently of the model according to the robot
performance results, in terms of the time required to
complete the test course.

In this paper, we report the results of experiments on
quality evaluation of embedded software1).

• First, we assumed that the better the quality of the
robot design model is, the better the robot’s run-
time performance is. This assumption was based
on the well-known principle that internal qual-
ity attributes influence external quality attributes,
and the external quality attributes influence the at-
tributes of quality in use attribute (from Figure 2 in
[5]) 2). In other words, evaluating and improving
product quality is one means of improving qual-
ity in use, [5] and, appropriate internal attributes
of software are a prerequisite for achieving the re-
quired external behavior. [5] Therefore, we expect
that a value of external quality for an executable
software system can be estimated from a value of
internal quality based on non-executable artifacts,
including models. [6]

• Second, we created a framework for evaluating
1) A preliminary conference paper based on this work can be found in [1].
2) This general principle is not specific to reliability and efficiency among all
quality characteristics; however, we assumed it is applicable to those two char-
acteristics.

both the model quality and the final system perfor-
mance in a systematic way, and using this frame-
work, we carefully analyzed the relationships be-
tween these two sets of evaluation results. From
this analysis, we found that the quantitative mea-
surement of the structural complexity of the de-
sign models had a strong relationship to our quali-
tative evaluation of the design. We also found that
there was no strong correlation between the design
model quality, as judged by us, and the final sys-
tem performance.

• Finally, we considered the nature of the models
that correspond to a system’s performance and the
appropriateness of the model evaluation methods
used in the contest. We concluded that it is neces-
sary to reexamine the evaluation methods in order
to adequately measure several quality characteris-
tics, including performance, in terms of the model.
Moreover, we found the participants have to avoid
the lack of correspondence between the model and
the program code by applying model-driven devel-
opment or other techniques.

The remainder of this paper is organized as follows.
The next section gives an overview of the contest. Sec-
tion 3 describes the model and performance evaluation
methods and gives the results of the contest. Section
4 presents a quality evaluation framework integrating
both the model and performance evaluations. In sec-
tion 5, we report the results of analyzing the relations
obtained using this framework. In the last section, we
draw our conclusions and discuss future works.

2 Contest overview
2.1 Contest statistics

The contest has been held five times, once a year
from 2002 to 2006. Table 1 lists the time period, num-
ber of teams, and participants in the contest each year.

The intention of this contest is that participants learn
modeling technology, including object-oriented embed-
ded software analysis and design modeling using UML,
[7] through their participation. Modeling-technology
training sessions and workshops to discuss the models
and their performance were held, and the contest re-

Table 1 Scale of the contest.

Time Period Num. teams / participants

1st February–March 2002 24 / 110

2nd February–April 2003 21 / 110

3rd February–April 2004 41 / 210

4th April–July 2005 53 / 250

5th April–July 2006 108 / 500
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Fig. 1 Workflow of the contest process.

sults were published. It has been clear from question-
naire results after previous contests (held in 2002-2004
as “UML robot contest” [8]) that they were highly edu-
cational for the participants learning these development
technologies. [9] Because of this educational effect, the
number of participants has been increasing (as shown
in Table 1).

The 2005 contest, which we examine in this paper,
had approximately 250 participants in a total of 53
teams. Of those, we looked at the models and test re-
sults from the 47 teams that submitted entries within
the contest period.

2.2 Contest process
Fig. 1 illustrates the contest process in the form of

a UML activity diagram based on the Software Pro-
cess Engineering Metamodel (SPEM) [10] profile, with
several additional particular comments. Here, the par-
ticipating teams, the judges, and the steering com-
mittee are drawn as process participants, along with
the activities and inputs that they contribute. For ex-
ample, each participating team went through a series
of activities, including hardware implementation, do-
main/requirements analysis, system analysis, software
design, software implementation, and system integra-
tion. The hardware regulations and contest specifica-
tions were actually received from the steering commit-
tee of the contest.
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2.3 Contest regulations
The hardware and software regulations and the eval-

uation methods are described below.

• Hardware: The hardware consists of a robotic ve-
hicle assembled from LEGO Mindstorms blocks.
Fig. 2 shows an overview of the robot hardware.
The robot is capable of moving forward and back-
ward and turning left or right under motor control,
and of recognizing a course indicated by a black
solid or dashed line by using a light sensor to de-
tect brightness on the running surface.

To provide an opportunity for participants to com-
pete purely on the basis of software quality, they
were not asked to design the hardware.

• Software: The participants analyzed, designed,
and implemented software to control the hardware
so that it would traverse a course indicated by a
black solid or dashed line approximately 20 me-
ters long to reach the finish. The software was re-
quired to control the hardware automatically, ad-
justing for course conditions. No communication
with the robot was permitted once it had begun the
course.

The format of the requirements, analysis, and de-
sign model was not regulated, but all models were
submitted with diagrams in various versions of
UML [7] (such as UML version 1.1, 1.5, or 2.0)

Fig. 2 Overview of the course and a robot.

and accompanying descriptions or pictures. The
software was implemented in languages capable of
controlling Mindstorms robots, including C, C++,
and Java.

• Evaluation: The judges evaluated both the submit-
ted models and the results achieved by the robots
in a running performance test.

3 Software quality evaluation in the
contest

During the contest, the models and the robot perfor-
mance were evaluated independently. The evaluation
methods and the results are described below.

3.1 Model evaluation (judging standards)
The judges qualitatively evaluated the submitted re-

quirements, analysis, and design models for both con-
tent and presentation, and they assigned a final grade for
each ranging from A (best) to D (worst). Then, from
among the models receiving an A or B grade, three
particularly excellent models received awards. The de-
tails of how content and presentation were evaluated are
given below. All of the submitted models were based
on object-oriented designs, and most were written in
UML, so an evaluation from the object-oriented/UML
perspective was also included.

• Content: The validity and correctness of the model
content were evaluated. Specifically, the following
three aspects of the model were evaluated:

– Validity: We judged the validity of each
model element and the relations/structures
among elements from an object-oriented per-
spective. For example, we considered the ad-
equacy regarding the problems of divide and
conquer, role division, role assignment, the
level of abstraction, the relations, and multi-
plicity.

– Logical correctness: We judged the feasibil-
ity of the requirements described in the mod-
els. For example, we considered the correct-
ness of the algorithm and behavior models.

– Algorithm originality: We judged the
uniqueness of the described algorithm, such
as the dynamic sensor calibration functional-
ity and the return functionality (for when the
robot breaks away from the line).

• Presentation: Apart from the correctness of the
model, we judged whether the design intention
was presented clearly. Specifically, the following
three aspects were evaluated:
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– Notational validity: We checked whether the
described models correctly and appropriately
follow the UML (or any other diagram) spec-
ifications for model representation. For ex-
ample, if the target model seemed to use a
certain version of UML, we checked its nota-
tional validity according to the same version
of UML.

– Clarity: We judged the clarity (understand-
ability) of the model by checking its ade-
quacy regarding the separation of views, lay-
out, and so forth.

– Originality and ingenuity: We judged the
uniqueness of the described model including
the accompanying descriptions/pictures.

The judges made qualitative evaluations with the fi-
nal decisions obtained by the following two-step pro-
cess. First, each of the six judges evaluated the models
individually. Second, we collected these intermediate
evaluations, and conducted a group discussion to reach
a final evaluation for each model. This process was con-
ducted to eliminate the biases of individual judges and
obtain results with high validity.

3.2 Model evaluation results
Fig. 3 shows the number of models receiving each

evaluation grade, as described above. Most of the mod-
els received B or C grades, while fewer models received
A or D grades. As examples, the structure part and the
behavior part of the model considered the best in the A
group by the judges are shown in UML form in Figs. 4
and 5, respectively.

Several trends observed in the evaluation are de-
scribed below.

• Content:

– Validity: Most of the models consisted
of a number of classes defined through
a divide-and-conquer approach; however,
some classes with too much functionality
were seen. Furthermore, models that could

Fig. 3 Model evaluation results.

determine the type of a given segment of
the course (e.g., straight line or curved)
were evaluated higher than those that sim-
ply followed the line. For example, Fig. 4
shows the abstract classes (Course type
and Drive method) for the course type
and driving method, allowing the driving ap-
proach used to be set according to the current
course conditions.

– Logical correctness: In many of the models,
the hardware control method had not been
modeled, so it was not possible to verify the
validity and correctness of the algorithm.

– Originality: Several different driving strate-
gies were described in the models, from
those that used the same control strategy to
follow both solid and dashed lines to those
that changed their control strategy depending
on the type of line. There were also mod-
els which described their development pro-
cesses in addition to the products.

• Presentation: Most of the models were correct in
terms of diagram notations because these were de-
scribed with modeling tools (such as JUDE [11]
and EclipseUML [12]) that do not allow users to
draw incorrect diagrams; however, half of the

Fig. 4 UML class diagram representing the architecture of
the winning model.

Fig. 5 UML state chart diagram representing the path
sensor’s behavior in the winning model.



68 Progress in Informatics, No. 4, pp.63–78, (2007)

Fig. 6 Times and ranks of the teams whose robots com-
pleted the course.

models used UML notation in inappropriate ways.
For example, there were UML diagrams in which
attributes or multiplicity was not given, relations
or role names were inappropriate, or the target of a
state diagram was not specified. In terms of clarity,
it was easier to read and understand the intention
of more of the models that used pictures, text, or
non-UML diagrams to explain their control plan
than of those that did not. In addition, some of the
models overused metaphor, [13], [14] with the re-
sult that the intention of their analysis and design
was obscured.

3.3 Performance evaluation
In the performance test, each team ran the robot

on the regulated course twice. The judges evaluated
the robot running performance of all the participating
teams in terms of whether the robot could complete the
course within a specified time. The teams whose robots
completed the course were also evaluated in terms of
the fastest completion time, and their ranks were based
on this time.

3.4 Running performance results
Of the 47 submissions, the robots from 15 (31.9%)

of the teams completed the course. The times and rank-
ings of these teams are shown in Fig. 6. The fastest time
was 35.4 sec, while the slowest was 112.3 sec.

4 Integration of model and perfor-
mance evaluations

To examine both the model and performance results
uniformly, a framework to integrate the two results was
needed.

From the viewpoint of software-quality measure-
ment, [5] the performance evaluation described in Fig. 1
was a kind of external measurement [15] of the software
embedded in the robot. An external measurement is an
activity that measures software quality by assigning a
quantitative value to some property of the behavior of
the system in which the final executable software is in-

stalled. In the contest, the hardware was uniform for
all teams, so any differences in performance could be
attributed to differences in the software. On the other
hand, the model evaluation was a kind of internal mea-
surement [16] of the software quality. An internal mea-
surement is an activity that measures the software qual-
ity by assigning a quantitative value to some property
of the intermediate or final software.

Using the various quality characteristics required by
the ISO 9126-1 [5] software quality model, we applied
internal and external measurements to build a system-
atic framework for software quality evaluation. This
framework is described in Table 2. The software qual-
ity characteristics used in the contest are summarized
here:

• Functionality: Although not clearly specified as a
judging standard, the software’s success in satis-
fying the functional requirements was included in
the judges’ evaluation of the model validity. Thus,
the internal measurement of the functionality was
considered to consist of the model evaluation.

• Maintainability: Software maintainability is re-
lated to clarity and notational validity. The internal
measurement of maintainability was considered to
consist of the model evaluation regarding presen-
tation.

• Reliability: Reliability was externally measured
by whether the robot could complete the test
course under the control of the software. It could
also be measured internally through an evaluation
of the model’s logical correctness, but as noted
above, we could not verify the logical correctness
of the submitted models.

• Efficiency: The course completion time and rank
of the robot under the control of the software gave
an external measurement of the quantity of time
resources that it used.

• Usability: Usability of the software by the actual
users (the contest participants) was not considered
or evaluated in the contest.

• Portability: Portability was not considered or eval-
uated because the contest participants developed
new software for a single hardware environment,
unrelated to the results of previous or future con-
tests.

The applicable scope of this framework is not limited
to the contest’s products or embedded systems; it can
be partially applied to other software systems. Since
the internal measurements in the framework depend on
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Table 2 Constructed software quality evaluation framework.

Characteristics Factor to be shown Internal measurement External measurement

(Model evaluation) (Performance evaluation)

Functionality Required functions are supported Validity of the content —

Reliability Functions behave normally under Logical correctness (∗) Whether the course was completed

all conditions

Usability Intuitiveness/usability — —

Efficiency Use of time/resources — Course time/rank

Maintainability Effort required for maintenance Presentation —

Portability Easiness of porting the target to — —

different environment — —

(∗) In the contest, the logical correctness of the submitted models could not be verified.

only models obtained as a result of software analy-
sis/design, they can be applied to any system if some
software design model corresponding to the system is
available.

On the other hand, since the external measurements
in the framework strongly depend on the contest spec-
ifications (including the robot), they would have to be
modified or replaced with other quality metrics that can
measure and evaluate corresponding external quality at-
tributes of the new target system (even if the target sys-
tem was an embedded one).

5 Analysis of relation between model
evaluation and performance evalua-
tion

In the framework described in the previous section,
we drew connections between the model and perfor-
mance evaluation results and various quality character-
istics. Note that the reliability and efficiency measure-
ments were based on the performance evaluation rather
than the model evaluation.

It is well known that many problems in software de-
velopment, not limited to embedded software, are in-
troduced during early stages such as analysis and de-
sign and that these problems exert a dominating effect
on software and system quality characteristics. There-
fore, it is expected that a value for the external quality
of executable software systems can be estimated from
a value for the internal quality based on non-executable
artifacts including models. [6] Especially for embedded
software development where real-time performance is
required, it is particularly important to estimate and ver-
ify the reliability and efficiency in the early stages by
using the model.

Below, we first confirm the validity of the qualitative

model evaluation results by comparing them against
other measurements. Then, after discussing how a cor-
relation between the model evaluation results and the
performance evaluation results should be expected, we
attempt to verify the reliability and efficiency of the
models in the contest at an early stage based on the cor-
relation between these two sets of results.

5.1 Validity of qualitative model evaluation
By looking at the relationships between the evalua-

tion results and the values obtained by applying several
quality measurement methods (i.e., product metrics) to
the models, the validity of the qualitative evaluation of
the models can be shown.

Of all possible metrics applicable to an object-
oriented model, we used the number of classes [17] and
the coupling complexity (Coupling Factor: COF [18])
among the classes as metrics for measuring structural
aspects because all of the submitted models included
a class diagram showing the overall software architec-
ture. If the model included several class diagrams, we
looked at the diagram showing the overall driving con-
trol method. On the other hand, we could not uniformly
apply any metrics for measuring behavioral aspects, be-
cause each of the submitted models used different dia-
grams (e.g., a state chart diagram, a sequence diagram,
etc.) to represent the behavior of different targets (e.g.,
whole or part).

The details of the metrics that we used are as follows.

• The number of classes indicates the scale of
object-oriented software. It was measured in terms
of the number of classes in the class diagram
showing the overall architecture.

• COF indicates the static complexity of object-
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Fig. 7 COF measurement example.

oriented software according to coupling between
classes. It was measured by taking the number
of one-way relations between classes (two-way re-
lations were counted twice), not including inheri-
tance or dependency relationships (dotted arrows),
in the class diagram. This value was then normal-
ized for scale to a value from zero to one. The
complexity, COF(S ), of a set of related classes, S ,
is given by the following function where #S de-
notes the number of classes in S .

COF(S ) ::=
(Number of one-way relations excluding inheritance)

#S 2 − #S − 2(Number of subclasses)

For example, in Fig. 7, the COF values for each of
the programs S , S ′ and S ′′ built from three classes
would be 1/4, 1/3 and 6/6 (=1), respectively.
Therefore, S ′′, with a complete, bi-directional
graph formation is measured as the most complex.

The number of classes and the COF measurement
value for each of the 47 submitted models are shown
in Fig. 8. In the figure, all of the models receiving an
A grade had more than 10 classes and a COF value of
no more than 0.15. Of the B-grade models, most of
them had more than 15 classes and a COF value of no
more than 0.16. From this, we can see that for models
of a certain size, those with low complexity were evalu-
ated more highly. Conversely, most of the models with
fewer classes and a higher COF value were given a C
grade. In other words, small-scale models with higher
complexity were evaluated lower.

For example, Fig. 9 shows a UML class diagram rep-
resenting the static software structure of one of the A-
grade models3). This is not a small-scale model and its
complexity is low, because the number of classes and
the COF value are 38 and 0.04, respectively. In con-
trast, Fig. 10 shows a UML class diagram for one of
the C-grade models. This is a small-scale model and
its complexity is relatively high, because the number of
classes and the COF value are 7 and 0.33, respectively.

3) Figs. 9 and 10 are meant to roughly illustrate structural complexity; we do
not discuss the content/meaning of these figures.

Fig. 8 Number of classes and COF value for all models.

Fig. 9 UML class diagram representing the static struc-
ture of an A-grade model.

Fig. 10 UML class diagram for a C-grade model.

Since the roles of each class could not be determined
from the class diagram because of a lack of adequate
explanation, models receiving a D grade were excluded
from examining the scale and complexity of the static
structure. In addition, some models received a B grade
but had few classes and higher complexity. These mod-
els had other diagrams (e.g. a state chart diagram) that
comprehensibly represented the operation of the algo-
rithm from a dynamic perspective, so they were consid-
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ered separately from most of the other B-grade models,
which were graded according to the adequacy of the
class diagram.

In evaluating the models, we considered both the va-
lidity of the model’s details from an object-oriented
perspective and the adequacy of the presentation. The
smallest unit of structure in an object-oriented design
is a class, and the number of classes and the COF value
can be regarded as quantitative measurements of the ap-
propriateness of the class abstractions and the relation-
ships between those classes. Furthermore, having an
appropriate number of classes and COF value can be
seen as directly related to the adequacy of the presenta-
tion. For example, if the number of classes is extremely
large or small, or the COF value is very large, it is very
likely that the content and intention will be difficult to
understand.

From these observations, it can be recognized that
the scale and structural complexity as expressed by
the number of classes and the COF value were im-
plicitly considered in the qualitative evaluations by the
judges. It is well known that software maintenance
costs are significantly affected by the levels of software
complexity. [19] Especially in module-based software,
module couplings are important metrics for maintain-
ability. [20] In the contest, the judging activity can be
thought as a kind of a maintenance activity, because the
judges acted as third parties evaluating the models af-
ter their implementations. Therefore, the given quali-
tative measurements that implicitly reflect complexity
and scale can be seen as mostly valid.

We also gave some consideration to originality when
making qualitative evaluations. Since originality is not
related to the essential quality requirements of the soft-
ware, it could be argued that it must be excluded from
the discussion below regarding the correlation between
quality and the performance results. Among the models
actually submitted, however, most of those that showed
significant originality were also evaluated highly for
their content, so we can see that the consideration of
originality did not have a significant effect on the val-
ues of the final results.

5.2 Expectations for relation between model and per-
formance evaluation results

In the contest, it was our intention to encourage the
participants to perform Round-Trip Engineering (RTE
[21]), or Model-Driven Development (MDD [22]) by
requiring them to submit their model for evaluation be-
fore the performance test was held. We did not actually
investigate, however, whether the program installed in
the robot was an adequate implementation reflecting the
model submitted (though this was our hope).

• RTE is a development technique in which sev-
eral aspects of a target domain or problems are
abstracted and expressed in a model, so that the
relationship between the model and the program
code is maintained as development progresses.
By applying RTE, software quality is expected to
be high because the close relationship between
the model and its implementation means that any
problems are detected early in the abstract model.

• MDD is a development technique that extends
RTE, deriving the program code by repeatedly
transforming the model (by hand or with a com-
puter) according to some specific transformation
rules. Through the application of MDD, produc-
tivity increases in problem domains where such
transformation rules have been well verified and
accumulated. Using the fact that characteristics
of interest are inherited through transformation
steps by lower-level models from high-level ab-
stract models, functional and non-functional char-
acteristics can be verified with high precision at an
early stage of development.

As shown in Table 2, the results for the external
measurements of the software reliability and efficiency
came from the results of the performance tests. Thus,
if the participants used RTE or MDD and created a
model and program with an adequate relationship, then
the robots of the participants whose models were eval-
uated better for both reliability and efficiency would
be expected to actually complete the test course more
quickly.

5.3 Results of relationship analysis
Based on the above expectations, we examined the

relationship between the model evaluation results and
the performance results.

The evaluation method discussed in section 3.1 did
not explicitly include evaluation from an efficiency per-
spective. Neither could we determine whether the sub-
mitted models were likely to show high reliability by
evaluating their logical correctness. It might be still
possible, however, that the evaluations, which con-
sidered the validity of the model content and the ad-
equacy of presentation, reflected reliability and effi-
ciency. More specifically, it might be possible that
object-orientated evaluation of the static architecture
and dynamic behavior implicitly evaluates models as
inadequate if their designs are overly complex in terms
of scale, structure, inter-object communication, or state
transitions. This type of excess complexity can ulti-
mately lead to decreases in the reliability and efficiency
of software.
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Fig. 11 COF and performance results.

Fig. 12 Number of classes and performance results.

Thus, we verified the relationship between the scale
and static complexity in the model evaluation results
and the performance results. The COF values and per-
formance ranks are shown in Fig. 11, along with the
evaluation grades, for the 47 submitted models. Sim-
ilarly, the number of classes and the performance rank
are shown in Fig. 12. The data for teams whose robots
did not complete the test course are shown under “Non-
completing.”

In Fig. 11, there is no recognizable relationship be-
tween the performance ranks of the completing teams
and the COF values. No trends in the COF values dis-
tinguishing the completing and non-completing teams
can be seen. Furthermore, more than half of the models
that received an A grade produced robots that did not
complete the course, and for those that did, the rank-
ings were low compared to others that received B or
C grades. There was also no recognizable relationship
between the performance rank or completion and non-
completion for the models receiving B, C, or D grades.
Similarly, Fig. 12 shows no recognizable relationship
between the model scale and the performance rank or
evaluation grade.

A correlation matrix for the number of classes (de-
noted as “Num. classes”), the COF value, the model
evaluation (denoted as “Eval. grade”), and the perfor-
mance rank (denoted as “Run result”) is shown in Table
3 for the 15 completing teams. To calculate the corre-
lation coefficients between grades A through D and the
other values, the grades were assigned the numbers 1
(grade A) through 4 (grade D), respectively. Regard-

Table 3 Correlation matrix for model evaluation results
and performance results for completing teams.

Num. COF Eval. Run

classes grade result

Num. classes 1

COF −0.732 1

Eval. grade −0.711 0.288 1

Run result 0.353 −0.564 0.093 1

ing the performance rank, there was a weak but positive
correlation between the performance rank and the num-
ber of classes. Moreover, there was a weak negative
correlation between the performance rank and the COF
value. These correlations might suggest that a robot
whose model was small, with high complexity, would
have run faster among the completing teams, but this
observation contradicts our expectation. There was a
very weak correlation between the COF value and the
evaluation grade, however; we attribute this to the fact
that many of the models with a low COF value (good
in terms of complexity) produced robots that did not
complete the course.

Bringing these contest results together, we can ob-
serve the following.

• The qualitative and quantitative model evaluations
did not reveal the robot reliability.

• If a robot had high reliability in terms of complet-
ing the course, the quantitative model evaluation
could somewhat reveal the robot efficiency (i.e.,
the runtime performance), in contrast to our ex-
pectation; the robots whose models were small,
with high complexity, ran faster among the com-
pleting teams.

• Teams that focused on programming and system
testing rather than modeling may have dealt with
the hardware characteristics more appropriately,
since the development period of the contest was
limited. We could not verify this assumption, how-
ever, because almost all of the participating teams
did not open their programs to the public.

Moreover, we should give some consideration to the
situational effect on the performance test results. As
mentioned in section 3.3, each team ran its robot only
twice on the competition day. It is possible that robots
based on models evaluated highly failed the perfor-
mance test by accident because of environmental fac-
tors, such as changes in the course conditions and the
room’s light intensity during the entire competition.
Thus, to confirm the validity of the results obtained
from the contest, we examined additional data obtained
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Fig. 13 COF and performance results in the post-contest
championship.

Fig. 14 Number of classes and performance results in the
post-contest championship.

Table 4 Correlation matrix for model evaluation results
and performance results for completing teams in the cham-
pionship.

Num. COF Eval. Run

classes grade result

Num. classes 1

COF −0.614 1

Eval. grade −0.833 0.458 1

Run result −0.443 0.449 0.307 1

from the post-contest championship, in addition to the
contest results.

In November 2005, a championship was held with
20 selected teams competing in terms of performance
on the same course as that of the contest (twice per
team). The steering committee selected teams whose
models were evaluated highly or whose robots success-
fully completed the course at the contest. Note that each
of the teams was allowed to refine the program but not
to modify its model from the contest.

The COF values and the performance ranks in the
championship are shown in Fig. 13, along with the eval-
uation grades for the 20 models. Similarly, the num-
ber of classes and the performance rank in the cham-
pionship are shown in Fig. 14. In addition, the corre-
lation matrix for the 12 completing teams (out of 20)
is shown in Table 4. From these figures and the ta-
ble, there was no strong correlation between the per-

formance rank and any of the other measurements. For
the completing teams, however, there was a weak nega-
tive correlation between the performance and the num-
ber of classes. On the other hand, there were weak
positive correlations between the performance and the
COF value, and between the performance and the eval-
uation grade. These correlations might suggest that the
robots whose models were large, with low complexity,
ran faster among the completing teams; this observation
meets our expectation.

Bringing these championship results together we see
the following.

• The qualitative and quantitative model evaluations
did not reveal the robot reliability.

• If the robot had high reliability in terms of com-
pleting the course, the quantitative model evalu-
ation could somewhat reveal the robot efficiency
without contradicting our expectation: the robots
whose model had a certain size, with low com-
plexity, ran faster.

• Teams that focused on modeling in the contest
could have spent more time on programming and
testing in the championship, using the same good
model. Again, we could not verify this assump-
tion.

From the above results in the contest and the champi-
onship, we can see that there was no strong relationship
between the qualitative model evaluation or structural
characteristics and the system performance results, al-
though there were some weak relationships indicating
the possibility of evaluating or estimating system ef-
ficiency in terms of the model. Thus, we conclude
that the evaluation methods and measurements of struc-
tural characteristics (number of classes and COF) of the
models do not reflect the reliability (and efficiency) of
the software, and therefore, they do not provide ade-
quate internal measurements of quality characteristics.

5.4 Reasons and remedies for lack of strong relation-
ship

We now consider the reasons why we could not
clearly measure the software reliability and efficiency
from the models by using the internal measurements
described above. We also examine possible remedies
with respect to the submitted models, the evaluation
methods, and the contest specifications. The potential
remedies can be divided into three types: (1) by partici-
pants, (2) by judges, and (3) by the steering committee.
(1) The reasons related to the submitted models and the
potential remedies by the participants are as follows.
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• The dynamic models were inadequate.

Reason: In many of the submitted models, the
hardware control and the driving strategy were
not modeled, and logical correctness, which would
likely be reflected in high reliability, could not be
judged.

Remedy: Participants should enrich their behavior
models to express dynamic software behavior and
algorithms.

• There was a lack of correspondence between the
model and program.

Reason: In typical embedded software devel-
opment, efficiency is often refined by iterating
through the implementation and testing. It is pos-
sible that some contest participants adopted this
kind of approach. Without maintaining the rela-
tionship between the software implementation (the
program) and the model, however, the results of
this type of iterative work will not be reflected in
the submitted model.

Remedy: Each team should adopt RTE or MDD
as their basic development approach in order to
maintain the relationship between the model and
the program. MDD encourages deriving mod-
els whose operation can be verified at an early
stage, so simulations using the model and dynamic
quality measurements can be easily applied. This
should lead to the generation of more reliable pro-
grams.

Note that the difference between the transforma-
tion tools and rules used for the same model in
MDD-based development might lead to some dif-
ference in the program or system quality. There-
fore, it is necessary to consider such differences in
analyzing the relationship in terms of quality be-
tween the model and the program transformed by
MDD.

• Non-functional characteristics were not specified.

Reason: None of the submitted models clearly
expressed any of the non-functional characteris-
tics. Conventional standard model notation (e.g.,
UML) is effective for improving the expression or
readability of functional characteristics, but it is
not effective for expressing non-functional char-
acteristics.

Remedy: A UML performance profile [23] or an-
other performance framework [24], [25] can be ap-
plied to add special annotations regarding non-
functional characteristics into the standard mod-
els. For example, Woodside [26] proposes a tech-
nique for adding performance annotations to UML

Fig. 15 Iterative processes in terms of time and scope
(from [27]).

models and transforming them into performance
models for which performance can be verified.

• The models were not built by considering the hard-
ware and environmental characteristics.

Reason: The hardware characteristics (such as
speed and capacity), the environmental character-
istics, the control algorithm, and combinations of
them had significant effects on efficiency. Most
participants, however, did not know how to deal
with these factors or were unable to express how
to deal with them in their models.

Remedy: In embedded software development, the
hardware and environmental characteristics tend
to become obvious by testing software on the tar-
get hardware. Therefore, each team should use
some iterative development process to conduct a
cycle of modeling, implementation, and testing
on the target hardware. This should enhance the
model’s capability of dealing with the hardware
and environmental characteristics. Fig. 15 shows
a comparison of three typical process models (wa-
terfall, iterative, and agile) from the viewpoint of
time and scope [27]. The waterfall process tries
to cover the entire scope in each activity (such as
analysis and design) and contains no iteration; it
leads to a situation in which the hardware and en-
vironmental characteristics are not dealt with in
the analysis and design models. On the other hand,
the iterative and agile processes divide the entire
scope into several smaller fragments and perform
several iterations; this leads to a system built step
by step, involving the hardware and environmental
characteristics.

Moreover, each team could record some soft-
ware patterns [28], [29] (or anti-patterns [30]) that
take the hardware characteristics into considera-
tion and encapsulate knowledge gained from soft-
ware analysis and design that successfully in-
creased efficiency (or that failed to increase ef-
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ficiency). By explicitly stating which patterns
are to be applied to the model, judging the ef-
ficiency of the model would become easier, and
this should result in the generation of final soft-
ware that is more efficient. As an example, Smith
et al. has proposed performance anti-patterns and
workarounds for the problems of performance in
traditional object-oriented design. [31]

(2) The reasons related to the model evaluation method
and the potential remedies by the judges are as follows.

• The evaluation of efficiency was not emphasized
or quantified.

Reason: Efficiency was not explicitly included in
the model evaluation.

Remedy: We can emphasize efficiency evalua-
tion for models that also show dynamic aspects,
and we can, as much as possible, use quantita-
tive measurements. For example, we can evalu-
ate the efficiency annotations in the model as de-
scribed above, or we can apply dynamic metrics
that measure the complexity of the dynamic be-
havior of an object-oriented design. [32]–[34] To
do this, the dynamic aspects of all submitted mod-
els would have to be expressed fully by the same
kind of diagrams (e.g., a state chart diagram, a se-
quence diagram, etc.) for the same kind of target
(e.g., whole or part), so that they could be com-
pared in the contest.

• The evaluation factors were not varied enough.

Reason: All of the model evaluation factors evalu-
ated combinations of various aspects of the con-
tent or presentation in an integrated way. This
made it difficult to evaluate these aspects individ-
ually.

Remedy: Independent evaluation standards for
each facet of the content or presentation can be
decided ahead of time, and quantitative measure-
ments can be made based on these standards.

(3) The reason due to the competition specifications and
its potential remedy by the steering committee are as
follows.

• The requirements were so few and simple that the
participants could develop the software without
adequate modeling.

Reason: The functional and non-functional re-
quirements imposed on the software by the contest
specifications were few and simple, and the scale
of the required software was small. This suggests

that the requirements could be met through a tra-
ditional approach to development, in which imple-
mentation was attempted without adequate analy-
sis and design in terms of a model.

Remedy: The participants could be asked to de-
velop larger-scale software by adding more func-
tions or by making the driving course more com-
plex. It is necessary, though, to give adequate con-
sideration to the level of difficulty for first-time
participants, and to the scale of software that the
hardware can support.

6 Conclusion and future work
In this paper, we have presented the results of eval-

uating the embedded software models submitted to the
ET Software Design Robot Contest in 2005, and the re-
sults of evaluating the performance of the systems using
this software. We created a framework for evaluating
the software quality that integrated these two results,
and by using that framework, we examined whether
there was a relationship between them. We found that
the quantitative measurement of the structural complex-
ity of the design model had a strong relationship to the
qualitative evaluation of the design as judged by us. We
also found, however, that the qualitative evaluation and
the structural characteristics of the models had no clear
relationship with the performance of the embedded sys-
tems incorporating the software, which was expected
to be based on these models. This suggests that the
methods used in the contest to evaluate and measure
the structural characteristics of the software were inad-
equate to obtain an internal measure of its reliability or
efficiency. To adequately measure these non-functional
characteristics in terms of the model, it will be neces-
sary to reexamine the evaluation methods. Moreover,
we think that the participants have to avoid the lack
of correspondence between the model and the program
code by applying model-driven development and per-
formance patterns in developing the robot software.

In 2006, we held the contest in the same way and
obtained similar results (overall, the qualitative model
evaluations did not reveal the robots’ reliability or effi-
ciency), since the detailed analysis of the 2005 contest
presented here was conducted in parallel with running
the new contest. We are planning, however, to continue
holding similar contests in the following years. Based
on the lessons learned (including the reasons why we
could not measure software reliability and efficiency
from the models, and the corresponding remedies) from
these evaluation experiments, we will consider ways to
run the contest that will make it more practical and ed-
ucational, including obtaining an appropriate relation-
ship between the model and the actual performance, as
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discussed here.
Also, by examining similar model contests and em-

bedded software/system development projects, we have
a plan to investigate the generality of the issues consid-
ered in this paper. Although the development in the
contest covers many of the common activities in em-
bedded system development (such as controlling hard-
ware devices and using external sensors), except for
designing hardware, some of the issues and lessons
learned in this paper might not apply with industrial
embedded development, because the main objective of
the contest was to provide an educational opportunity.
Not all of the participants of the contest were fully pro-
fessional developers, and the product of the contest was
not meant for practical or commercial use.
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