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ABSTRACT
This paper proposes an even-split Smart-OSPF (S-OSPF) scheme to reduce network conges-
tion more than the conventional non-split S-OSPF and to distribute traffic more easily than
the conventional split S-OSPF. In split S-OSPF, source edge nodes distribute traffic unevenly
to their neighbor nodes, but the implementation becomes involved to split traffic with differ-
ent distribution. In non-split S-OSPF, source edge nodes transmit traffic to only one neigh-
bor so that network congestion can be minimized, where non-split S-OSPF distributes traffic
more simply than split S-OSPF. In the proposed scheme, source edge nodes transmit traffic
evenly to selected neighbor nodes to minimize network congestion. The optimization problem
to select a suitable set of neighbor nodes for even traffic distribution raised by the proposed
scheme is formulated as an Integer Linear Programming (ILP) problem. The difficulty of
solving the ILP problem in a practical time leads us to introduce a heuristic algorithm. The
performances of our developed heuristic algorithm are evaluated via simulation developed
in terms of network size. Numerical results show that even-split S-OSPF offers better rout-
ing performance than non-split S-OSPF for small-size networks and matches that of split
S-OSPF for large-size networks.
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1 Introduction
An appropriate routing scheme can increase the net-

work resource utilization rate and network throughput
of Internet Protocol (IP) networks. Since it optimizes
the assignment of traffic resources, additional traffic
can be supported. One useful approach to enhancing
routing performance is to minimize the maximum link
utilization rate, also called the network congestion ra-
tio, of all network links. Reduction of the network con-
gestion ratio leads to an increase in admissible traffic.

Several routing strategies have been extensively stud-
ied [1], [3]. Wang et al. [1] formulates a general traffic
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engineering problem based on the Multi-Protocol La-
bel Switching (MPLS) Traffic-Engineering (TE) tech-
nology, where traffic demands are assumed to be flex-
ibly split among source and destination nodes. How-
ever, legacy networks mainly employ shortest-path-
based routing protocols such as Open Shortest Path
First (OSPF) and Intermediate System to Intermediate
System (IS-IS). This means that already deployed IP
routers in the legacy networks would need to be up-
graded, which would significantly increase capital ex-
penditures. Therefore, routing control which set opti-
mum link weights in OSPF-based networks has been
studied.

In OSPF-based networks, all packets are forwarded
in shortest path with respect link weights. Therefore, by
setting up optimal link costs, routing strategies are con-
trolled. When traffic demands are changed, optimum
weights are recalculated and network operators recon-
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figure the IP routes. However, changing frequently
link weights causes network instability, which leads to
packet loss and the formation of loops.

Mishra et al. presented Smart OSPF (S-OSPF) in [4]
in order to improve the performance of legacy OSPF-
based networks without changing link weights. In this
approach only source edge nodes distribute traffic to
the neighbor nodes with optimum ratios that are ob-
tained by solving the Linear Programming (LP) prob-
lem. After the traffic reaches the neighbor nodes, it is
routed according the OSPF protocol. In S-OSPF, the
source node distributes IP packets only to the neigh-
bor nodes. Hence, the implementation of S-OSPF is
easier than MPLS-TE in legacy networks running on
OSPF, because MPLS-TE needs significant functional
upgrades both in hardware and software of routers em-
ploying original OSPF.

In S-OSPF presented in [4], [5], each source edge
node needs an additional table with optimal distribu-
tion ratios for traffic entering into the network. A clas-
sical IP forwarding table is used for the transit traffic. A
source node unevenly distributes traffic to the neighbor
nodes using optimized different distribution ratios. In
general, as traffic is split at each source node, we call
this scheme split S-OSPF.

From the viewpoint of implementation, split S-OSPF
has some problems. First, the source nodes of split
S-OSPF distribute traffic unevenly to their neighbor
nodes, but most existing routers are unable to split traf-
fic with different distribution ratios into multiple routes.
Second, legacy router software and hardware must be
improved and updated to implement the uneven traf-
fic distribution function, which would incur large capi-
tal expenditures. This problem can be overcome if the
source nodes choose only one neighbor for traffic dis-
tribution.

There is a scheme to overcome this problem that
the source nodes choose only one neighbor node and
forward traffic to minimize network congestion. This
version of S-OSPF is called non-split S-OSPF to dif-
ferentiate it from split S-OSPF. This scheme does not
distribute traffic. Thus, network congestion is higher
than split S-OSPF. However, forward processing is eas-
ier than split S-OSPF by not forwarding with different
distribution ratio. As network size increases, the dif-
ference between split S-OSPF and non-split S-OSPF
shrinks. Thus, non-split S-OSPF effectively matched
the load-balancing performance of split-S-OSPF for
large networks [6]. However, the difference of conges-
tion ratio between split S-OSPF and non-split S-OSPF
is large for small-size networks.

A question arises: is it possible to improve the per-
formance of non-split S-OSPF by distributing traffic
evenly to the neighbor nodes in the framework of S-

OSPF in networks for which non-splits S-OSPF does
not work effectively?

This paper answers to this question. This paper pro-
poses a routing scheme which reduces network conges-
tion ratio more than non-split S-OSPF and distributes
traffic easier than split S-OSPF. This version of S-OSPF
is called even-split S-OSPF. Even-split S-OSPF selects
a set of suitable neighbor nodes in all neighbor nodes,
and forwards traffic evenly to those nodes. Forwarding
evenly can reduce network congestion ratio more than
non-split S-OSPF and distribute traffic more easily than
split S-OSPF. The routing decision problem is formu-
lated as an integer linear programming (ILP) problem.
Since it is difficult to solve the ILP problem in practical
time, this paper develops a heuristic algorithm.

Figures 1-4 schematically compare, classical Short-
est Path Routing (SPR), split S-OSPF, non-split S-
OSPF, and even-split S-OSPF. Figure 1 shows classi-
cal SPR. Traffic between two source-destination pairs
is transferred over OSPF shortest paths. Network con-
gestion may occur, while some links remain unused. In
classical SPR, traffic is not effectively balanced, and
instead becomes concentrated. The split S-OSPF sce-
nario, shown in Figure 2, makes use of network re-

Fig. 1 Classical SPR.

Fig. 2 Split S-OSPF.
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Fig. 3 Non-split S-OSPF.

Fig. 4 Even-split S-OSPF.

sources better than classical SPR. In split S-OSPF, since
a source node distributes traffic to multiple neighbors,
it provides better load balancing. In non-split S-OSPF,
as shown in Figure 3, a source node is allowed to trans-
mit traffic only to one neighbor, which is selected so
that the maximum link utilization is minimized. Fig-
ure 4 shows even-split S-OSPF. In even-split S-OSPF, a
source node forwards traffic evenly to a set of suitable
neighbor nodes evenly in order to minimize network
congestion.

The remainder of this paper is organized as follows.
Section 2 uses a network model to introduce the ter-
minology of this paper. Section 3 presents the split
S-OSPF scheme. Section 4 presents the non-split S-
OSPF scheme. Section 5 presents the even-split S-
OSPF scheme. Section 6 evaluates the performance of
the even-split S-OSPF scheme in a comparison against
non-split, split S-OSPF and classical SPR schemes. Fi-
nally, section 7 summarizes the key points.

2 Network model
The network is represented as a directed graph

G(V, E), where V is the set of vertices (nodes) and E is
the set of links. Q is a set of edge nodes which receive

Table 1 Routing table of Classical OSPF.

Prefix Next hop

130.60.225.0/24 A

148.32.0.0/16 B

148.32.96.0/24 C
...

...

Table 2 Routing table of Split S-OSPF.

For traffic entering network For transit traffic
Prefix Next hop Distribution ratio

130.60.225.0/24 A 0.5

B 0.2

C 0.3

148.32.0.0/16 B 0.8

C 0.2

148.32.96.0/24 A 0.3

B 0.3

C 0.4
...

...
...

Prefix Next hop

130.60.225.0/24 A

148.32.0.0/16 B

148.32.96.0/24 C
...

...

traffic incoming to the network and transmit traffic out-
going from the network, where Q ⊆ V . A link from
node i ∈ V to node j ∈ V is denoted as (i, j) ∈ E (i � j).
xpq

i j is the portion of the traffic from node p ∈ Q to node
q ∈ Q routed through (i, j) ∈ E. X is represented as a
four-dimensional routing matrix whose element is xpq

i j ,
or X = {xpq

i j }. {X} is a set of X. ci j is the capacity of
(i, j) ∈ E. The traffic volume passing through (i, j) is
donated as ti j. T = {dpq} is the traffic matrix, where
dpq is the traffic demand from node p to node q. The
network congestion ratio, which refers to the maximum
value of all link utilization rates in the network, is de-
noted as r, where

r = max
(i, j)∈E

{
ti j

ci j

}
. (1)

Minimizing r means that admissible traffic is maxi-
mized. The admissible traffic volume is accepted up to
the current traffic volume multiplied by 1/r. Minimiz-
ing r with routing control is the objective of this paper.

To implement S-OSPF, the IP forwarding table at the
source node must be changed, unlike classical OSPF.
The IP forwarding table that is created by classical
OSPF is modified so that traffic can be distributed to
the neighbor nodes with the computed distribution ra-
tios. Table 1-4 show examples of IP forwarding tables
for classical OSPF, split S-OSPF, non-split S-OSPF and
even-split S-OSPF. S-OSPF has two types of IP for-
warding tables. One is used for traffic entering the
network at the node, where traffic is distibuted to the
neighbor nodes. The other, which is the same as that
of classical OSPF, is used to handle transit traffic at the
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Table 3 Routing table of Not-split S-OSPF.

For traffic entering network For transit traffic

Prefix Next hop

130.60.225.0/24 C

148.32.0.0/16 A

148.32.96.0/24 B
...

...

Prefix Next hop

130.60.225.0/24 A

148.32.0.0/16 B

148.32.96.0/24 C
...

...

Table 4 Routing table of Even-split S-OSPF.

For traffic entering network For transit traffic

Prefix Next hop

130.60.225.0/24 A

B

148.32.0.0/16 A

B

C

148.32.96.0/24 B

C
...

...

Prefix Next hop

130.60.225.0/24 A

148.32.0.0/16 B

148.32.96.0/24 C
...

...

node.
Split S-OSPF distributes traffic to the neighbor nodes

with optimum ratios. Non-split S-OSPF forwords traf-
fic to minimmize network congestion. Even-split S-
OSPF forwords traffic evenly to selected nodes.

Splitting flow at the source node to the neighbor
nodes does not degrade the upper-layer performance
measures such as TCP in a backbone IP network. We
assume a high-capacity IP backbone network. As each
traffic demand, dpq, between source edge node p and
destination edge node q in the backbone network has
large traffic volume, flow splitting can be performed by
using end-to-end source and destination IP addresses in
the IP packets. The TCP flows that have the same des-
tination addresses are not split.

3 Split S-OSPF
In S-OSPF, only source edge nodes distribute traffic

to the neighbor nodes with optimum ratio. After the
traffic reaches the neighbor nodes, it is routed according
the OSPF protocol. Let OS PFnexthoppq

i
be the next hop

node from node i on the shortest path route from node
p to node q, and OS PFancestorpq

i
be any of the upstream

node(s) on the shortest path route from node p to node
q.

The optimum ratios for traffic distribution to mini-
mize the worst-case network congestion ratio are ob-
tained by solving the following Linear Programming

(LP) problem.

min r (2a)

s.t. xpq
i j −

∑
j′:( j′,i)∈E

xpq
j′i = 0

p, q ∈ Q, i � p, i � q, j = OS PFnexthoppq
i

(2b)∑
j:(i, j)∈E, j�OS PFancestor

pq
i

xpq
i j −

∑
j′:( j′,i)∈E

xpq
j′i = 1

p, q ∈ Q, i = p (2c)∑
p,q∈Q

dpqxpq
i j ≤ ci j · r (i, j) ∈ E (2d)

0 ≤ xpq
i j ≤ 1 p, q ∈ Q, (i, j) ∈ E (2e)

0 ≤ r ≤ 1 (2f)

The objective function in Eqs. (2a) says that the variable
to be minimized is the maximum link utilization across
all the links. Eqs. (2b) and (2c) specify the flow con-
servation constraints. Eq. (2b) represents the fact that
the traffic flowing into a node must be equal to the traf-
fic flowing out of the node for any node other than the
source node and the destination node for each demand.
Eq. (2c) says that the net flow out of the source node
is 1, which is the total required normalized bandwidth
of the traffic demand. Eq. (2d) is the link capacity uti-
lization constraint. It makes sure that the sum of the
fractions of traffic demands routed over a link should
not exceed the maximum link utilization times the total
capacity of the link.

4 Non-split S-OSPF
An optimal routing formulation for non-split S-

OSPF that yields distribution ratio xpq
i j is as follows.

min r (3a)

s.t. xpq
i j −

∑
j′:( j′,i)∈E

xpq
j′i = 0

p, q ∈ Q, i � p, i � q, j = OS PFnexthoppq
i

(3b)∑
j:(i, j)∈E, j�OS PFancestor

pq
i

xpq
i j −

∑
j′:( j′,i)∈E

xpq
j′i = 1

p, q ∈ Q, i = p (3c)∑
p,q∈Q

dpqxpq
i j ≤ ci j · r (i, j) ∈ E (3d)

xpq
i j = {0, 1} p, q ∈ Q, (i, j) ∈ E (3e)

0 ≤ r ≤ 1 (3f)

Eq. (3e) specifies the constraint that xpq
i j is limited to

values of 0 or 1. The formulation for the non-split case
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presented in Eqs. (3a)–(3f) is an Integer Liner Program-
ming (ILP) problem, which is NP-hard. Therefore, de-
veloping a heuristic algorithm is required.

5 Even split S-OSPF
5.1 ILP formulation

In even-split S-OSPF, only source edge nodes dis-
tribute traffic evenly to the neighbor nodes. mpq is the
number of equal split from a source node to the neigh-
bor nodes. ypq

i j is the portion of integer, where

ypq
i j = xpq

i j · mpq. (4)

An optimal routing formulation for even-split S-
OSPF that yields distribution ratio ypq

i j is as follows.

min r (5a)

s.t. ypq
i j −

∑
j′:( j′,i)∈E

ypq
j′i = 0

p, q ∈ Q, i � p, i � q, j = OS PFnexthoppq
i

(5b)∑
j:(i, j)∈E, j�OS PFancestor

pq
i

ypq
i j −

∑
j′:( j′,i)∈E

ypq
j′i = mpq

p, q ∈ Q, i = p (5c)∑
p,q∈Q

dpqypq
i j ≤ ci j · r · mpq (i, j) ∈ E (5d)

0 ≤ ypq
i j ≤ 1 (i = p), p, q ∈ Q, (i, j) ∈ E

(5e)

0 ≤ ypq
i j ≤ mpq (i � p), p, q ∈ Q, (i, j) ∈ E

(5f)

0 ≤ r ≤ 1 (5g)

Eqs. (5b) and (5c) specify the flow conservation con-
straints. The formulation for the even-split case pre-
sented in Eqs. (5a)–(5g) are an Integer Liner Program-
ming (ILP) problem, which is NP-hard. Therefore, de-
veloping a heuristic algorithm is required.

5.2 Heuristic algorithm
We introduce a heuristic algorithm against the ILP

problem. In the algorithm, first, the corresponding LP
problem is solved by assuming xpq

i j is a real number,
where 0 ≤ xpq

i j ≤ 1. Based on the LP solution, if any
node pair (p, q) whose traffic demands are not split ex-
ists, the corresponding xpq

i j is considered as a part of the
solution to the ILP problem. Second, for other node
pairs, by selecting each (p, q) one by one, the corre-
sponding traffic demands are allocated in a sequential
manner which makes the congestion ratio as small as
possible.
Φ andΨ are defined prior describing the algorithm as

follows. Φ is defined as a set of source and destination

node pairs whose traffic demands are not split. Ψ is
defined as a set of source and destination node pairs
whose traffic demands are split over multiple routes.

Let u be a source and destination node pair whose
traffic demand is the largest among those in Ψ, where
u ∈ Ψ. Initially, set r to infinity.

• Step 1: Solve the corresponding LP problem and
obtain the optimal solution for xpq

i j and r by assum-
ing xpq

i j is a real number with 0 ≤ xpq
i j ≤ 1. If no

feasible solution exists, the algorithm stops.

• Step 2: Using xpq
i j obtained at Step 1, each source-

destination pair (p, q) is classified into either Φ or
Ψ.

• Step 3: (p, q) whose value of traffic demand is the
largest in Ψ, is set in u. Set mpq = 1 as an initial
value.

• Step 4: Out of neighbor links from the source node
in u, except for the link to the ancestor node, find a
set of mpq neighbor links that minimizes the con-
gestion ratio after the traffic demand for (p, q) is
routed. If the obtained congestion ratio is smaller
than r, replace r with the obtained congestion and
keep the set of neighbor links.

• Step 5: Increase mpq by one. If mpq does not ex-
ceed the maximum allowable split number, go to
Step 4. Otherwise, go to Step 6.

• Step 6: If r ≤ 1.0, (p, q) in u moves from Ψ to
Φ. Otherwise, no feasible solution is found. The
algorithm stops.

• Step 7: If Ψ is empty, the solution has been ob-
tained and The algorithm stops. Otherwise, go to
Step 3.

6 Performance evaluation
The performance of the even-split S-OSPF scheme

is compared to those of the split S-OSPF scheme, non-
split S-OSPF scheme and the classical SPR scheme by
solving LP problems. CPLEX [7] was used as the LP
solver. The performance measure is the network con-
gestion ratio, r. We used six sample networks to de-
termine the basic characteristics of these schemes. All
nodes in the network are assumed to behave as edge
nodes. For the given network topologies, link capaci-
ties and traffic demands were randomly generated with
uniform distribution in the range of (8000,12000), and
(0,1000).

In even-split S-OSPF, non-split S-OSPF, split S-
OSPF, and classical SPR, the link weights that are used
for shortest path computation are set to be inversely
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Fig. 5 Sample networks.

Table 5 Characteristics of networks.

Network type No. of nodes No. of links Average node degree

Network 1 6 24 4.00

Network 2 12 36 3.00

Network 3 12 48 4.00

Network 4 15 56 3.73

Network 5 20 68 3.40

Network 6 35 100 2.86

proportional to the link capacities. The network con-
gestion ratios are compared by using the sample net-
works, as shown in Figure 5. Networks 1-4 are pre-
sented in [2]. Networks 5 and 6 are presented in [4].
Networks 1-4 in Figure 1 (a)–(d) are used as typical
backbone networks [2]. Networks 5 and 6 in Figure
1 (e)–(f) are presented in [4], which are the Cable and
Wireless network and CRL network, respectively, avail-
able at [8].

The characteristics of the networks are shown in
Table 5. We obtained the average values of the normal-
ized network congestion ratios for 100 randomly gen-
erated.

Figure 6 shows the result of congestion ratios of each
scheme. To compare the network congestion ratios of
the different schemes, we normalize those of even-split,
non-split S-OSPF and split S-OSPF by that of classical
SPR.

Even-split S-OSPF reduces the congestion ratio by
up to 15% for all examined networks, compared to non-
split S-OSPF. As network size increases, the difference

Fig. 6 Congestion ratios in sample networks.

Table 6 Computation time in second in sample networks.

Network type split [s] non-split [s] even-split [s]

Network 1 0.009992 0.010664 0.125031

Network 2 0.045688 0.048170 0.181556

Network 3 0.067903 0.065895 0.527589

Network 4 0.133145 0.184871 0.683707

Network 5 0.257007 0.263198 0.964206

Network 6 2.862713 2.952775 3.096194

in network congestion shrinks. In network 6, the differ-
ence is about 1%. This indicates that even-split S-OSPF
is effectively matched the load-balancing performance
of split-S-OSPF for large networks.

Table 6 compares with the computation time those of
proposed scheme in sample networks. The difference
of the computation times between split S-OSPF and
even-split S-OSPF is caused by steps 2-7 of the heuris-
tic algorithm in even-split S-OSPF. Note that, since the
difference is lower than one second, it is not a strong
impact from a practical point of view.

In Addition, the quantitative performance of the
even-split S-OSPF is evaluated in several general net-
works with respect to three network parameters: the
number of nodes, the number of adjacency nodes, and
the average distance between nodes.

These networks are generated by using the BRITE
[9] internet topology generator. BRITE generates a net-
work according to the number of nodes N, the number
of adjacency nodes m, and generation model for ran-
dom topologies. The Waxman’s model, used for inter-
connecting nodes of the topology, is given by ,

P(u, v) = α exp

(
− d
βL

)
, (6)

where 0 ≤ α, β ≤ 1, d is the Eucidean distance from a
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Table 7 Characteristics of networks.

N β m Number of links Node degree

10 0.2 2 40 4.0

10 0.2 3 54 5.4

10 0.4 2 40 4.0

10 0.4 3 54 5.4

10 0.6 2 40 4.0

10 0.6 3 54 5.4

15 0.2 2 60 4.0

15 0.2 3 90 6.0

15 0.4 2 60 4.0

15 0.4 3 90 6.0

15 0.6 2 60 4.0

15 0.6 3 90 6.0

20 0.2 2 80 4.0

20 0.2 3 120 6.0

20 0.4 2 80 4.0

20 0.4 3 120 6.0

20 0.6 2 80 4.0

20 0.6 3 120 6.0

25 0.2 2 100 4.0

25 0.2 3 150 6.0

25 0.4 2 100 4.0

25 0.4 3 150 6.0

25 0.6 2 100 4.0

25 0.6 3 150 6.0

30 0.2 2 120 4.0

30 0.2 3 180 6.0

30 0.4 2 120 4.0

30 0.4 3 180 6.0

30 0.6 2 120 4.0

30 0.6 3 180 6.0

node to another node, and L is the maximum distance
between any two nodes. In this paper, β is used to adjust
the average distance from a node to another node. If β
is large, the average distance will become large.

We set up α = 0.2, and change other parameters,
which are N = 10, 15, 20, 25, 30, m = 2, 3, and β =
0.2, 0.4, 0.6. Therefore, we make 30(= 5×2×3) param-
eter combinations. The characteristics of general net-
works are shown in Table 7. We obtained the average
values of the normalized network congestion ratios for
100 randomly generated. To compare the network con-
gestion between even-split S-OSPF and classical SPR
in Figures 7 and 8, we normalize the network conges-
tion ratio of even-split S-OSPF by that of classical SPR.

Figure 7 shows the effectiveness of the average dis-
tance from a node to another node using parameter β.
Even-split S-OSPF performance does not change much
when β is changed. It is because, when the average

Fig. 7 Effectiveness of average distance.

Fig. 8 Effectiveness of number of nodes and adjacency
nodes.

distance increases, routes destined for near nodes be-
come inefficient. Reversely, when the average distance
decreases, routes destined far nodes require many used
links. Therefore, the average distance does not affect
the performance of even-split S-OSPF.

Figure 8 shows the dependency of achievable con-
gestion ratio on the number of nodes N and the number
of adjacency nodes m with fixed β = 0.6. Even-split
S-OSPF reduces the congestion by up to 10% when the
numbers of nodes and adjacency nodes become large.
It is because, increasing the number of nodes causes a
diversification of route. Moreover a higher number of
adjacency nodes increase the freedom of route selec-
tion. Thus, even-split S-OSPF improves routing perfor-
mance when the number of nodes and adjacency nodes
are larger.

7 Conclusions
This paper proposed an even-split Smart-OSPF

scheme to reduce network congestion ratio more than
non-split S-OSPF, while kept the implementation of
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traffic distribution simpler than split S-OSPF. The rout-
ing decision problem was formulated as an ILP prob-
lem. We developed a heuristic algorithm, since it was
difficult to solve the ILP problem in practical time.
The performance of the heuristic algorithm was inves-
tigated in terms of network size. Numerical results
showed that even-split S-OSPF offers better routing
performance than non-split S-OSPF for small-size net-
works and matches that of split S-OSPF for large-size
networks.

Moreover, we investigated the performance of even-
split S-OSPF to examine the dependency on network
topologies. We focused attention on three network pa-
rameters, which are the number of nodes, the number
of adjacency nodes, and average distance between two
nodes. Numerical results via simulations showed that
the average distance did not affect the performance of
even-split S-OSPF, but the even-split S-OSPF improves
routing performance when the number of nodes and ad-
jacency nodes become large.
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