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Detection and Explanation of Human 
Involvement in AI-Generated Texts

 Hard to define what is AIGC in a complex generation
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Simple basic prompt :  Write an abstract of an academic paper 
whose title is  “Attention is all you need”.

Detector : AI Generated

Human-informed prompt: I have written a draft/idea abstract 
“ The dominant sequence transduction models are based on complex 
recurrent...” Please help me finish the whole abstract.

Detector : AI  or Human??? 

Method ：BERTScore Label & RoBerTa-based Dual-head Detector

Results  & Demo

Divide it to 2 class is unreasonable.

· Created a dataset with different levels of human-
machine collaboration.

· 73.6% students are using AI tools to help their research.

· Most students prefer to cooperate with AI which make
it difficult to be detected.

-> We need a tool to 
help instructors avoid
academic cheating.

Contribution

· Quantifying the human contribution to generated text.

· Present a regression detector(MSE=0.004) with a 
token classification module(ACC=95.14).

· Have ability to generalize to other LLMs.

        How much P in G
        Regression Label
     0% ~ 100%(Human)

P：He likes writting.
G：I wrote a book.

     [0   1    0    0 ] 

Which token in G appears in P
   Token Classification Label
          0(AI)      1(Human)

Without knowing P in advance, 
detector can output two labels.

Lemmatization
Mark

Detector Structure

MSE : Average squared difference between 
predicted and true values, suitable for 
continuous labels from 0 to 1. Future Work

1.Extend to other domains.
2. Processing long texts, such as full papers.


