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Motivation Contribution

. 73.6% students are using Al tools to help their research. - Created a dataset with different levels of human-
machine collaboration.
- Most students prefer to cooperate with AI which make

it difficult to be detected. - Quantifying the human contribution to generated text.

@ No clear guidance/policy

® Individual instructors decide - Present a regression detector(MSE=0.004) with a

@ Allowed (with citation) unless

nstructors disallow token classification module(ACC=95.14).

@ Banned by default, individual
instructors may allow

-> We need a tool to
help instructors avoid
academic cheating.

- Have ability to generalize to other LLMs.

<’ Scribbr

Hard to define what is AIGC in a complex generation

[Simple Basic Prompt ] B{man-lnfmed Prompt]

Simple basic prompt : Write an abstract of an academic paper
whose title is “Attention is all you need”.

LLMs (X)
v

Human Text Al Text Human-Involved Al Text

Human-informed prompt: I have written a draft/idea abstract
| Al-Generated Text Detectors | “ The dominant sequence transduction models are based on complex

J A recurrent...” Please help me finish the whole abstract.

Detector : AI Generated

Detector : AI or Human???

Divide it to 2 class is unreasonable.
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Results & Demo
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This paper introduces a novel approach to learning a dialogue system that independently parameterizes

How much P in G
Regression Label
0% ~ 100%(Human)

Without knowing P in advance,
detector can output two labels.

Training set  Testing set GPT4 Claude-3
(ChatGPT) (ChatGPT)

MSE 0.004 0.0065 0.009 0.034
ACC 99.7% 98.3% 96.9%

Gemini Falcon-7B8 GPA Sa
(Bard)

MSE 0.025 0.02 0.0073 0.03
ACC 78.3% 83.1% 97.3% 68%

different dialogue skills and learns to select and combine them using Attention over Parameters (AoP). Our

experimental results demonstrate that this approach achieves competitive performance on a combined
dataset of MultiWOZ, In-Car Assistant, and Persona-Chat. Furthermore, we provide evidence that each
dialogue skill is effectively learned and can be combined with other skills to produce selective responses. This

work contributes to the advancement of Al dialogue systems by offering a method for independent
parameterization and selective combination of dialogue skills.

MSE : Average squared difference between
predicted and true values, suitable for
continuous labels from O to 1.
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! ) 1.Extend to other domains.
Future Work 2. Processing long texts, such as full papers.
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