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Abstract. We present the first MDP model-checking algorithm that is fully compostional and “Semantical Gran U Iarity”
automatic. It is a rare example of abstract category theory leading to concrete algorithmic merits.

Model Checking: as a Challenge

Compositionality is not easy to achieve, though...

Graph-Based AUtomated Analysis one has to strike the right “granularity of semantics’

We study the following problem

(probabilistic model checking): ,an MbPfora traffic situation S(AxB) =8(A) »S(B) estimating the output
« given a Markov decision process (MDP) M, . of a team of two

« compute its optimal expected reward.

« “expected”. an action leads to a
randomized next state =
« “optimal”: for the best choice of actions (strategy)

Imagine:

Pedestrian’s
action

Q. What information should the summaries S(A), S(‘B) carry?

Car’s action

An important problem, tacked also in reinforcement learning: the original notion of * N\ |
i . . o ] solution (only) find minimal the component itself
« finding the optimal strategy =» decision making > » enrichment that -
. . . . no suppressed details,
e precise computation of exp. reward = quality guarantee enough when A, B addresses no performance advantage

operate separately; interaction
* not enough otherwise

A topic heavily studied in the formal verification community (e.g. CAV).
Baier, C., Katoen, J.: Principles of model checking. MIT Press (2008)

Scalability is a challenge—sometimes an MDP has ~108 states (or more).
“State explosion.” We want a scalable algorithm.

Monoidal Categories Come to the Rescue

We use string diagrams for composing MDPs. They come from monoidal categories

[ | . . . . -
Category Theory . an AbStraCt String Diagram of MDPs Background: Monoidal Categories
 Sequential composition ; Well-established field of category theory
La n u a e Of M od e rn M at h A IR B R , (Mac Lane, Kelly, Joyal, Street, ...)
g g R el o 2 Used for many applications:
. ] e Sum @ guantum field theory (Khavanoy, ...),
Category theory is a language of modern mathematics A quant. computation (Abramsky, Coecke, Vicary, Heunen, ..),
R linguistics (Sadrzadeh, Coecke, ...),
(Mac Lane, Eilenberg, Grothendieck, ...). F'(beh(c)) L | A L signal flow diagrams (Bonchi, Sobocinski, Zanasi, ...), ...
* It describes abstract structures FX—====2FZ Gxox gmewsxex B String diagrams as an internal language for
. T Tfinal b e e ertved from the fact that the followin c X monoidal categories [Joyal & Street, Adv. Math. 1991]
using alrows, X — — = — — > 74 | [1234] * andsome “constants® TS T * nicely expressive (planar composition, see left
n N N N n N "WR beh (C) —> Cs [1-2,3] ! Cs [1-2,3] - - y .p . (p p ’ )
+ thus identifying essential similarities —— _ AN A ~ 2 = planar composition of MDPs  comes with a rich metatheory (see later)
: : . B e e T DA it (mostly sequential composition; not parallel) | oul N di ‘
In different fields (e.g. algebra and geometry) L . o mea LT . Loob is a derived tion: n particular, we use strlr.1g lagrams for
© N R N ¢ N n 00p IS a derived operation: compact closed categories (compCCs).
U f cat rv theorv has been pur d I Y e e « Dual object A* for each A
Se O Ca ego y eo y aS ee pu Sue ‘}-1_es<3~ two (ﬂ;omposi“cesnare jder}tica,!‘qlil\e tg thesohergn(.:? coydjti?n'on t‘hf’ @34igting2 A ¢ Example fln‘dlm VeCtOI’ SpaCeS, MDPS,

In computer science, too

Functional programming and logic (Lawvere, Lambek, ..., cf. Haskell)
Coalgebra and process theory (Jacobs, Rutten, ...)

Use of monoidal categories comes with two notable benefits.

Benefit 1: Settling Reachability probabilities decompose into

» "Get the setting right, Grothendieck’s pursuit of Alexander Grothendieck “Granularity of Semantics” themselves:
then the problem simplicity and elegance: - Leading figure(logi):zg-ZOM) « Compositional solution is a homomorphism RPr {z»qu_l,} - Y Rer {44—"»} « RPr {—"»DL}
solves itself Nut opening example . =) W . How? ;nezdnf;:;lgebra.c \ o S: M S -
Categories, sheaves, ...
What's the right el mede, 1958 . The d M ¢ closed cat « Similar decomposition of expected rewards
However the use Of Category Method 1 at\)nglf? Wha: Quicker to get to a solution (coemp?CrrC])?lgf MI;)SFZ compact closed category requires more data:
’ - about impact? The solution is specific,

@ not transportable. k k
theory has b_een mostly ) \ 0t transportabl —=> We need S to be a compCC too! ERw{%?D*‘} =Y RPr {4»} < ERw {+D*}
as a theoretical backend | « Minimally enrich the original solution k k k

: domain (optimal expected reward) + >, ER {" *} RP {* »}
» It helps to come up with Method 2 -~ erw (=] x Rer {7

Takes time till it becomes a compCC
N ) \4 The solution, once found, is i ) . ,—&mm
a theory (deflnltlon81 Q Q generic, widely applicable  Turns out: it suffices to additionally compute The same for loops ”[—@1] i "'[,»":.E:‘;,] : %”[ﬂimﬁ: ;ﬂilr’gi\:;l
S (other kind of nuts, shellfish, ...), e Wi ih . .. .
correctness theorems) ’... Q l & S‘Zalaegle'?usg an;gsg; Soo'f) 2 We pursue this with reachability probabilities (NB: no actions so far, this is about Markov chains

category theory ) o o .
« But concrete algorithmic => Once we establish the right environment (as Grothendieck did) * “decomposition equalities” (right) = next slide)
benefits have been rare (~ formulation, definition, language), a problem solves by itself

Benefit 2: Framework Upgrades for Free
(uni-dir. MC = uni-dir. MDP = bi-dir. MDP)

Compositionality: Algebraic “Divide- dctionl MDPs o o)

(compact closed)

b mgn the Int < both left- & right—wa}rd eni points
and-Conquer” for Scalability =T
Sr r

(traced monoidal) roMDP
pr . . . ] . change < Yonly rightward en_d po.int.s.
Compositionality is a paradigm eagerly pursued in computer science. of baze g e - loop (“trace”) is primitive
It comes with performance advantage as well as mathematical blessing (traced monoidal) sye FM W AL w A
no actions

Building semantical frameworks is easy in a simple setting
(rightward-open MCs; no action, end points are all rightward)

first solving the

The solution of a * Upgrades are for free, exploiting the categorical metatheory change of base (Eilenberg, Kelly, ...), the Int construction (Joyal, Street, Verity)
. . and then composing
IS obtained by ... ’ \ . .
their solutions
| |
Composition of systems Composition of semantics AI th O t
(seqComp, parComp, sum, ...) gorl m Ic u Comes
Conceptual Value Performance Advantage Mathematical Blessing « The first MDP model checking algorithm that is fully compositional and automatic
- “Divide-and-Conquer”: « Clear adv. when there are « Compositionality means that inspired by [Junges+, CAV'22] (not fully compositional), [Kwiatkowska+, Inf. Comp. *13] (not fully automatic)
simplifies a problem into duplicates (reuse S(A) ) the solution « Can be arbitrarily faster than non-compositional
;mjlegsg)bprOblems S(A koo ok A) S . M : S algorlthms (Increase dUplICateS'), benchmark  |Q|  |E| DI-hieze;It-immiil[ls)]I—low benchmark Ql  |E| Fz-noj:?éfiir:e . FZ-all
( )7 ( are Summaries - Patroll 108 108 ; 42 83 .(PRISM)
of components A, B. = S(A) - X S(A) is @ homomorphism, we observed max. x 6000 speed-up SR B R
Unnecessary details get . (In some cases you don't preserving the operation % « Many large systems are built compostionally < w0 wr  Poes 2w 00 s w
abstracted away need duplicates, e.g. mergesort) => practical potential Wholesled 2100 4107 6 12 2 e

of transitions (only counting action branching, not
probabilistic branching); execution time is the av-
erage of five runs, in sec.; timeout (TO) is 1200
sec.
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