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Proposed Method

The first work to generate a master face (or a
wolf face) which matches with multiple faces
by a face recognition system.

L atent vectors

q I_;\

(FM1) FM$% H

NIl #LEIG

Computational Social Science
5 E DHERR, ﬁléiﬁ?ﬂ: B DNl

Il_,\

7T\ N/

Fake Media t -

+ Bl

Security

711 7)‘7_4 _)*ﬁl_-l * /n\ﬂ1t

N 7
o o

» T
. ~ ak A
‘ ‘ *

I EE Ml (Attacker side)

I A3 —EE (Master face) [ZKD

Dev. scores

-0.2 0.0

2

ERERE AT LADY LI E

=

Multlmedla

=Rk

* =
Fake Media
(FM) .

EE

Bl Young
I Middle-aged

; °
£ N
E -

Master face:Single |
FR:Inception-ResNet-v2 (CA SIA -W ebFace)
DB: LFW - Fold 1

Elder
Master face

® Intermediate master face
® Master face

Location of the master face in the latent space of a face recognition system

-1.2 -1.0 -0.8 -0.6 -0.4
Score values
Eval. scores
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2
Score values
——- EER Genuine  ___ Zero-effort Master

faces impostor faces faces

Face
recognition
sytem 1

Face
recognition

sytem 2

Mean
scores

Master face

Master face and

all matched faces g = @ & 8

with different
genders, races,
and appearances

BOSEIY T ILDELRBED 4T

1.
2.

Background

Adversarial Examples (AEs) transfer among different
models, i.e., adversarial transferability.

This nature significantly increases the risk in our society.

However, its mechanism is still not well understood.

Research questions

Towards which class the models’ predictions are misled?
What are the mechanisms that AEs cause same mistakes

or different mistakes?

Novel metric: Class-aware transferability

We classify adversarial transferability into three cases,
“same mistakes”, “different mistakes” and “unfooled”.
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1. Attack known model

Predicted class
Source . .
Model dog

“frog”

2. Transfer to
unknown model

\ Target
Model

“horse”

1. Analysis

Source Model (F1): ResNet-18

Distance of decision

I Unfooled
I Different mistake
Same mistake

boundaries: Dist(F1, F2)
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‘ 2. Non-robust features study

AEs can cause “same mistakes” by containing “non-robust features”, which are
imperceptible but useful features (llyas et al. 2019).
We show that “different mistakes” occur when different models use non-robust
features differently.

”cat"
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Class-aware transferability

(1) Same mistake:
Fooled towards the same class.

(2) Different mistake:
Fooled, but to different class.

(3) Unfooled:
No effect.

Non-Targeted FGM(e=1.0)

Hypothesis on the mechanism of a different mistake

Experiment

Features in an adversarial example with original class “cat”

1. Generate AEs that
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Finding 1: Majority of the fooled cases are

“same mistakes”. => AEs have effects to fool
models towards specific classes.

Finding 2: “Different mistakes” occur even
between very similar models.
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2. Relabel and create
non-robust data set
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4. Test on
original test set

3. Train
models

Good accuracy

Good accuracy

~ Non-robust features manipulated by an advers

arial attack

How?

* Non-robust features of
two classes existed
simultaneously in AEs

*  Proof that two models
used them differently
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therefore it would be favourable if the modifications can be

face region |
detection

Background Methodology

+ Face-swapping has imposed identity threats to the society and
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Contributions

» Attack-agnostic deep-learning framework for face recovery.
« |dentification of unvaccinated and vaccinated images/videos.
» Detection of toxic images/videos.
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