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Previous research have shown source-code to be statistically predictable as a sequence of tokens. Is the same still true for structured views of source-code such as Abstract Syntax Trees?

Hindle et al.[2] showed that source-code at the token level is more predictable than standard English. It is also intuitive to assume that adding information can only simplify the prediction task, thus recent work employ tree or graph views of source-code. However, the hypothesis that such views should be “natural”, i.e. statistically predictable, has not been tested.
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