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scan.bad.jp
(2001:db8:1::1)

a.example.com
(2001:200::1)

rdns.example.com
(192.168.0.3)Host

Firewall

b.example.com
(2001:200::2)

c.example.jp
(2001:201::1)

rdns.example.jp
(2001:200::53)

DNS: PTR? 1.0….ip6.arpa
Scan (application traffic)

Query log @ Auth server
192.168.0.3 "PTR? 1.0….ip6.arpa” 
2001:200::53 ”PTR? 1.0…..ip6.arpa" 

m.root-servers.net
(2.ip6.arpa)

Recursive 
resolver

a.dns.jp
(1.0.0.2.ip6.arpa)

bad.jp: the final authority
(1.0….ip6.arpa)
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Count %
Category (mean/week) total
Services:

Content Provider 4722 70.24
Facebook 3653 54.34
Google 727 10.82
Microsoft 329 4.89
Yahoo 13 0.19

CDN 286 4.25
Well-known service 815 12.12
DNS 337 5.01
NTP 414 6.16
mail (SMTP) 42 0.62
web (HTTP) 22 0.33

Minor service 268 3.99
other services 83 1.23
qhost 185 2.75

Routers:
Router 288 4.28
iface 256 3.81
near-iface 32 0.48

Tunnel 216 3.21
Teredo/6to4 207 3.08
tor 9 0.12

Potential Abuse:
Abuse 128 1.90
spam 17 0.25
scan 16 0.24
unknown (potential abuse) 95 1.41

Total 6723 100.00
Table 4: Weekly average number of originators in each class
for six month DNS backscatter data. (Indented values sum
to their boldface parent.)

We also see a large number of routers and tunnel interfaces.
We believe those interfaces appear as a result of traceroutes from
topology studies. Traceroutes will look up the reverse names of
each router hop, and carrying out traceroutes everywhere will
look up the names of �rst few hops many, many times (even with
caching); our near-iface de�nition captures this abundance. (This
observation was con�rmed by operators of a major ISP.) Tunnels
and VPNs seem to often do reverse queries, presumably during
setup.

Finally, the smallest but most important category is potential
abuse. We see 17 spammers, 16 scanners, and 95 events that are
consistent with scanning, on average per week. We discuss these
cases in detail next.

4.3 Con�rming Scanners
We next discuss seven scanners we see in backbone and darknet
data.

Completeness:We �rst compare DNS backscatter against back-
bone and darknet data. Backscatter provides wide-angle view that
can see globally, but it only sees large events. Backbone and darknet
data are both narrowly focused, seeing only events that traverse

the backbone segment or send tra�c to the darknet, but potentially
more sensitive at detecting small scans.

First, we �nd four scanners in both DNS backscatter and MAWI
backbone data: scanners (a) through (d) in Table 5. Only scanner
(a) appears in darknet data.

Scanner (a) probes TCP port 80. It appears in MAWI on six days,
but the intensity of DNS backscatter is not high (Parenthetic number
in DNS BS indicates the number of weeks the originator appears at
least once). Scanners (b) to (d) appear two times in DNS backscatter
and also two days in MAWI. These results provide con�rmation
that DNS backscatter does see actual scanners.

This result also shows the limited e�ectiveness of darknets for
IPv6: they can only see a tiny fraction of the vast IPv6 space, making
DNS backscatter and tra�c observation more important techniques
in IPv6. Only scanner (a) appears in the darknet, MAWI, and DNS
backscatter. Some of CAIDA’s Archipelago measurements [3] ap-
pear only in the darknet.

Second, we see that DNS backscatter misses three of the scanners
we see in MAWI (scanners e, f, and g). DNS backscatter only detects
big events that generate many reverse DNS queries, and these
scanners are fairly brief (1 or 2 days seen in MAWI). In addition,
scanners (e) through (g) target only a narrow range of IP blocks (i.e.,
a single /48), so DNS backscatter from many locations is unlikely.
Thus, these scanners show that DNS backscatter will miss small
scans.

Third, we see that there are 95 unknown (potential abuse) de-
tections seen in backscatter data only. We suggest that these are
potential scanners missed in MAWI and our darknet.

Scan types: A natural question is to ask what hitlists these
known, detected scanners employ. Carefully checking target IP
addresses of the scanners, we �nd three typical patterns. First, rand
IID, IPs consisting of /64 pre�x + small and random right most
nibble in IID such as scanning 2001:db8:1::10, then 2001:db8:�::10.
For rDNS, IPs are those with reverse name registered in reverse
DNS. Finally,Gen suggests use of a target generation algorithm. The
hitlist of scanner (a) appears to use a target generation algorithm.
This scanner originates from address space used by Murdock et
al. [23] developers of one such algorithm; they con�rmed that we
detected their scanning. Scanners (b) and (c) are rand IID, but since
they lack tra�c in the darknet, we guess that they probe speci�c
routed pre�xes as seeds. On the other hand, scanners (d) through
(g) rely on reverse names (rDNS), similar to our probes. In summary,
we con�rm that the detected scanners employ multiple types of
hitlists.

Temporal correlation: To better understand the nature of IPv6
scanning we next investigate the temporal behavior of scanners
(a) through (d) in both DNS backscatter and MAWI tra�c. Figure 2
shows our six months of observations for each of these scanners.
Each “x” is a detection in MAWI, and the bars show the number of
queriers seen in DNS backscatter.

This comparison con�rms that DNS backscatter successfully
detects network-wide scans, since most scans seen in MAWI result
in DNS backscatter. Queries for other isolated DNS backscatter
suggest a possibility of network scans targeting other networks, or
scanning that does not occur in the brief fraction of the day our
MAWI dataset provides.
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DNSクエリ
数え上げ 特徴量抽出 イベント
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Nクエリ以上を対象 静的: キーワード
動的: 時空間特性
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