Obstacles Bypassing Routing Protocol in WSNs
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Geographic routing

+»* Uses only location information; stateless and
efficient.

+¢ Encounter two serious problems, i.e., routing path
enlargement and load imbalance, when subjed to
networks with obstacles.
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Routing path enlargement: Load imbalance:
Packets tends to be routed

along the boundaryofthe

The nodes surrounding the obstades are
imposed a heavy traffic than the other

Adaptive forbidden area approach

+» Forbidden area: a region from which the packets are made to stay away.
+» Adaptive forbidden area: a forbidden area which varies for each packet.
¢ The diversity of the forbidden area: resolves imbalance problem
+» The size of the forbidden area: is adjusted to guarantee the constant
stretch

Stretch: the ratio between the length (orhop count) of the real routing path and
the theoretical shortest routing path
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+»+» Determines the forbidden area: Image of the core polygon

<+ Identifies obstacle’s boundary,

through a homothetic transformation.

< Disseminates information of «» The center is random; the scale factor &> 1 is computed

approximates the boundary by
asimple polygon, i.e., core
polygon.

the core polygon to the node
surrounding the obstacle.

forbidden area.

based on source-destination distance.
¢ Packets are forwarded along the shortest path bypassing the

Performance evaluation
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Fig 3. Comparison of balance index. Fig 5. Comparison of data packet overhead.
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