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Professor SATOH, Ken of National Institute of Informatics (NII) has 
proposed the term “Juris-informatics” to denote a new academic discipline 
that amalgamates artificial intelligence (AI) and law.
This field of study covers the application of AI to the legal profession, 
as well as the control of AI and its impact on society from 
a legal perspective. 
In light of AI’s growing pervasiveness, we take a comprehensive 
look at the potential contribution and value of this new discipline.

A new discipline that merges 
AI with law
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—How did your study of 
juris-informatics begin?
AI is already used for many 
things, like autonomous vehicles 
and machine translations on the 
Internet. As its use expands, 
there are growing concerns 
about accidents, privacy inva-
sions, and other problems.
To keep AI under control as a 
society, it is legitimate that we 
put in place appropriate laws. It 
is quite difficult for legal profes-
sionals to understand the tech-
nical aspects of AI, however. So, 
I wondered if we might be able 
to use AI itself to help them con-
trol it. The idea was originally 
motivated by the desire to cre-
ate a tool to help people in 
need.

Later, with the spread of deep 
learning, people pointed to the 
need to discuss its legal impli-
cations, to prepare for problems 
that robots might cause. This 
led to the idea of establishing a 
comprehensive field of research 
for addressing the challenges of 
controlling AI, incorporating 
both engineering and law.
—You describe this frame-
work as “law by AI” and “law 
of AI.”
“Law by AI” means the use of AI 
to support law, while “law of AI” 
means the use of law to control 
AI. Ultimately, our goal is to es-
tablish a proper academic sys-
tem for training legal profession-
a l s  w h o  c a n  u n d e r s t a n d 
advanced information technolo-

Interview

SATOH,Ken
Professor, 
Principles of Informatics 
Research Division, NII

Interviewer
YAMADA, Tetsuro
Editorial Writer, 
The Yomiuri Shimbun

Artificial intelligence (AI) is finding its way into more and more aspects of our lives. 
Yet even as it makes life more convenient, AI is giving rise to new, unprecedented 
problems. It is diτcult for the law to keep up with the rapid and incessant advances 
of digital technology. A form of AI jurisprudence that merges AI research and legal 
studies is therefore sorely needed. To learn more, we interviewed Prof. SATOH, Ken 
of NII, the originator of ìjuris-informatics,ú an interdisciplinary field that meets this 
need. We covered the origins, current state, and prospects of this new discipline.

An Overall View of Juris-Informatics

Understanding
 “Juris-Informatics”
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gy as well as law.
—I believe that you yourself 
studied law in graduate school 
to understand both disciplines?
I started at The University of To-
kyo’s School of Law in 2006. 
That’s where I met Prof. OTA, 
Shozo, a pioneer in research on 
the use of AI in judicial systems. 
It was a very important encoun-
ter for me. Research on legal 
control of AI had only just begun, 
for example to sort out the re-
sponsibility for accidents involv-
ing self-driving cars, but hardly 
anyone was interested in this 
new field at the time.
—The question of whether 
the responsibility for an acci-
dent lies with the car maker, 
autonomous driving software, 
or car owner/user seems 
difficult.
From a technical standpoint, 
there needs to be some trans-
parency, so that there are re-
cords that make it possible to 
trace the causes of accidents. 
Without any records, it’s impos-
sible to know who is responsi-
ble. That’s why the first step le-
gally is to demand some kind of 
transparency. The same issue 
arises when personal informa-
tion is misused: If the personal 
information handling process is 
not transparent, we can’t know 
who is responsible.

D oes AI v iolate hum an 
r ights?

—Is the legal sociology of AI 
something broader than just 
legal control?
Legal sociology is the study of 
how law affects society. So, it’s 
concerned on one hand with the 

impact of AI once it has entered 
society, and conversely with 
how it is accepted and integrat-
ed into society. The common ar-
gument that AI will take away 
human jobs falls into this cate-
gory.
—Traditionally, the law of AI 
is within the domain of liberal 
arts. So, how do engineers get 
involved in it?
The engineering side is vital for 
identifying the problems to be 
solved. The legal scholars then 
respond by devising solutions. If 
the two sides don’t work togeth-
er to pin down the essential na-
ture of AI, the laws that we cre-
ate will become useless as soon 
as new technologies emerge.
—Invasions of privacy are 
also a big challenge.
My biggest concern is the po-
tential of AI to violate human 
rights. Take the case of Cam-
bridge Analytica, the U.K. elec-
tion consultancy that allegedly 
used Facebook profiles to send 
users campaign messages tai-
lored to their preferences. Psy-
chological manipulation, or rath-
er human rights violations in 

electioneering, has drawn sub-
stantial criticism.
Suppose a government or a 
company uses an AI program to 
make certain decisions. One 
problem with deep learning is 
that any bias introduced into the 
training data will lead to biased 
decisions. If AI is fed with data 
that show a relationship be-
tween a particular race and 
crime rates, for example, people 
of that race may suffer employ-
ment discrimination. In a vicious 
cycle, the economic disadvan-
tage and crime rate of that race 
are likely to increase further. In 
this way, AI could promote racial 
discrimination.
—Next, I want to ask you 
about law by AI. First, what is 
AI legal reasoning?
Basically, it is legal reasoning 
based on logic. PROLEG is a 
program I created to perform le-
gal reasoning. Using the estab-
lished facts of a case, it can 
make a legal judgment based on 
those facts and applicable legal 
provisions. I hope to expand the 
program to include fact-finding 
from evidence and provide total 
support for the work of judges.
—Does legal language 
processing handle legal docu-
ment searches and the ordi-“From a legal standpoint, we 

need to demand transparency”
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of background knowledge that 
extends without bound be-
yond the frame.
Suppose a woman on the edge 
of a road is about to be run over 
by a car. You push her down to 
save her life, but she falls into a 
ditch. As a result,  her best 
clothes are ruined. Do you have 
to compensate her  for  the 
clothes? The legal term for this 
act of pushing the woman down 
is “benevolent intervention in 
another’s affairs.”
Typically, if you harm the other 
party when performing this kind 
of benevolent act, you may be 
liable for damages, but if the be-
nevolent act is “to avoid immi-
nent harm” (Article 698 of Japa-
nese Civil Code), you are not 
liable for damages. The question 
of what exactly constitutes im-
minent harm is a very broad 
one. In the end, it difficult to 
make a judgment without a cer-
tain degree of “common sense.”
After all, legal provisions can 
only serve as pointers to under-
standing legal reasoning; actual 
interpretations take place in the 
minds of legal scholars and ex-

perts, and those interpretations 
change with the times.
—What is AI legal argumen-
tation theory?
It is about studying how to sup-
port legal discussions involving 
multiple parties—for example, in 
collegial judgments by three 
judges, juries made up of multi-
ple citizens, or when a variety of 
interested parties consult each 
other to strike an agreement.
Voice recognition could be ap-
plied to the statements of dis-
cussion participants to chart 
who expressed what opinions, 
and to explore points of conten-
tion or confirm points of agree-
ment, as in, “everyone agrees 
on this point,” or “there are con-
trary opinions here, so more dis-
cussion is needed.”

V er y  little law- r elated  inf or -
m ation in J ap an is av ailab le 
in electr onic f or m at

—We are finally getting a 
complete picture of juris-in-
formatics. Are there any chal-
lenges in advancing its vari-
ous themes?
A big problem in Japan is that it 

nary “natural language” used 
by humans?
That’s right. Since 2014, I’ve 
been running the international 
Competition on Legal Informa-
t ion Ext ract ion/Enta i lment 
(COLIEE). The competition tasks 
include short-answer questions 
from the Japanese bar exam, as 
well as finding judicial prece-
dents relevant to new cases, 
based on a database of Canadi-
an case law that is virtually all 
publicly available.
However, the thing I’m most in-
terested in doing in this field is 
description generation. This in-
volves converting the descrip-
tions of cases written in natural 
language into a format suitable 
for input to a computer reason-
ing system, for the purpose of 
generating, as outputs, a judicial 
decision and the process of rea-
soning leading to that decision.

Y ou can’ t hand  d own a d eci-
sion without com m on sense

—Legal texts are archaic 
and hard to understand, and 
they use terminology that is 
uniquely difficult.
Legal texts can’t really be pro-
cessed using ordinary machine 
translation. For example, to un-
derstand the meaning of legal 
provisions precisely, you need 
to know about various related 
conditions and circumstances 
that are unwritten. It is not 
enough to simply look at the 
text of an article. Without look-
ing broadly at textbooks and 
commentaries too, you can’t 
create a system that works 
properly.
—This reminds me of the 
“frame problem,” where to 
make sense of the world, a 
machine needs a vast quantity 
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remains the case that very little 
legal data are available in elec-
tronic format. So even if some-
one wanted to promote machine 
learning to develop AI, there are 
no data for that. In Canada, 
most court decisions are digital-
ized and publicly disclosed. In 
Japan, however, judgments are 
basical ly wr i t ten on paper, 
though they are open to the 
public in the sense that you can 
read them on paper if you go to 
a local court.
—Why aren’t judgments dig-
italized?
In the judicial world, there is an 
obsession with “original docu-
ments,” which must be physical 
and tangible. That’s why judg-
ments are recorded on paper. 
Another big problem is privacy; 
since written judgments contain 
real names, they need to be an-
onymized.
My biggest concern is that Chi-
na or another power develops 
superior deep learning based on 
freely available judicial prece-
dents, enabling rapid advances 
in AI technology. Japan would 
be left behind and find itself in a 
regrettable position. Even in Eu-
rope, it’s not possible to use 
data indiscreetly due to strict 
privacy protection. Technology 
might only progress rapidly in 
autocratic nations that do not 
respect privacy.
—AI is already being used in 
business law. However, when 
a certain company inquired 
whether it’s legal to offer a 
service that uses AI to check 
contracts, the government 

responded that such a service 
might be in violation of the 
Attorneys Act.
This opinion would have the ef-
fect of hindering the develop-
ment of AI-based businesses. 
Many years ago, there was a 
problem with a file-sharing ap-
plication called Winny. It was a 
superb piece of software based 
on  peer- to -peer  ( comput-
er-to-computer) communication 
technology. After its developer 
was arrested, however, the tech-
no logy  d ied out  in  Japan, 
though he was ultimately found 
not guilty by the Supreme Court. 
This technology should have 
been freely available, but the 
government blocked its use, 
eventually killing it off. So, do 
we do like Japan and suppress 
new technologies preemptively 
to avoid social problems? Or do 
we do like America and tolerate 
a certain degree of risk by giving 
new technologies a chance to 
develop, only taking remedial 
action if problems arise? The 
question of which path to take 
will put the government’s re-
solve to the test.
—Finally, do you have any 
plans to establish a research 
center in Japan?
To properly establish juris-infor-
matics as a new academic sys-
tem, we are now thinking of es-
tablishing a research center 
within NII that will bring together 
researchers from informatics 
and law, including researchers 
from outside institutions. We 
hope to have the center running 
by next fiscal year.

Google and the other major U.S. 
digital giants, known as GAFA, 
are using the world’s de facto of-
ficial language, English, and the 
wealth of data they have so far 
accumulated as a weapon to 
dominate the next phase of the 
global technology revolution, in-
cluding automated translation, 
voice recognition, image recogni-
tion, and autonomous vehicles. In 
contrast, Japan is a laggard in 
digitalization. Without the elec-
tronic data essential for machine 
learning in the judicial world, ju-
ris-informatics will soon hit its 
limits. The Ministry of Justice is 
finally looking into making the 
200,000 or so civil trial decisions 
rendered each year publicly avail-
able. We hope that a system will 
be created as soon as possible 
to facilitate the use of these data 
for research and business, based 
on a recognition that data consti-
tute a public good.

A Word from
 the Interviewer

Joined the Yomiuri Shimbun after 
graduating from The University of 
Tokyo. In 2006, he studied at the 
Massachusetts
Institute of Technology (MIT) as a 
Knight Science Journalism research 
fellow. After working in the eco-
nomics and science departments of 
the newspaper, and as a special 
correspondent at its Washington 
bureau, in 2018, he was appointed 
Science Department Chief. Since 
2019, he has served as an editorial 
writer (on science and technology).

YAMADA, Tetsuro
Editorial Writer, 

The Yomiuri Shimbun

“We will see how ready the 
government is to take risks”
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Applying AI to Trials: 
“Hopes” and “Fears”
The application of AI in the field of jurisprudence is advancing significantly in other 
countries. It is also likely to move closer to practical implementation in Japan in the 
years ahead.
How can AI help to make the judicial system more eτcient and eσective"
To discuss this Tuestion, we talked to two highly e[perienced researchers in this field, 
OTA, Sho]o and NITTA, .atsumi.

Current State and Challenges in AI Utilization

Juris-Informatics

- aw  of  "I

Legal control of AI

AI legal sociology

-aw by "I

AI legal reasoning

Legal language processing

AI legal argumentation theory

Interviewer
IDA, Kanako
Editorial Writer, 
Asahi Shimbun

OTA, Sho]o/After teaching 
at Nagoya University School 
of Law as a researcher in 
civil procedure law, taught 
legal sociology at The Uni-
versity of Tokyo )aculty of 
Law. Has engaged in inter-
disciplinary research on AI 
and law, law and econom-
ics, neurolaw, law and ne-
gotiation, law and statistics, 
alternative dispute resolu-
tion (ADR), lawyer’s theory, 
civil procedure law, and law 
and evolutionary game the-
ory. Recent publications in-
clude ìIntroduction to Law 
in the Age of Artificial Intelli-
gence,ú .obundo, ����.

—Up to now, human lawyers 
have been at the forefront of 
our judicial system. My im-
pression is that the idea of 
using AI in the legal system 
has received very little atten-
tion. How has research on the 
deployment of AI evolved?
NITTA : In Europe and Nor th 
America, computer programs 
with legal knowledge to assist 
lawyers have been under devel-
opment since the 1970s. Such 
software tools are known as “le-
ga l  exper t  systems.” In the 
1980s, a project to develop such 
systems in  Japan was a lso 

launched.
OTA: This initiative initially aimed 
at developing an advanced legal 
SoNPJ tooS� 0 tooR pHrt PU thPs eɈort 
as a legal scholar in the early 
1980s, but there was little inter-
est among lawyers at that time. 
Even the use of Bayesian deci-
sion theory and Bayesian statis-
tics to improve the accuracy of 
predictions while gaining new in-
formation and experience—an 
idea now taken for granted—was 
heretical at the time.
NITTA: In their early stages, legal 
expert systems converted laws 
and regulations into rules that 

could be understood by comput-
ers so that they could reach 
judgments for giving legal ad-
vice. Later, their capabilities ex-
panded to making judgments 
based on reference to judicial 
precedents too. In recent years, 
work has progressed on trying to 
apply machine learning to data-
bases of judicial precedents to 
try to improve the accuracy of 
decision predictions. What law-
yers want is a function that can 
make difficult judgments that 
they can’t f igure out in their 
heads. I don’t think such a sys-
tem exists yet, however.

OTA, Shozo
Professor, School of Law,
Meiji University
Professor Emeritus, 
The University of Tokyo
Attorney at Law

NITTA, Katsumi
Professor Emeritus/ Specially Appointed 
Professor (School of Computing), 
Tokyo Institute of Technology
Project Professor, Principles of Informatics 
Research Division, NII
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use of advanced technology in 
trials should be unrestricted. It is 
now technically possible, for ex-
HTpSe� to ruU H sPTuSHtPoU to fiUK 
out ^hHt Quror HttrPbutes oɈer the 
greatest advantage in a jury trial. 
However, there is a question 
mark over whether such practic-
es impact the fairness of trials.
OTA: In the U.S., there are com-
pHUPes thHt oɈer HK]PJe oU ^hPJh 
jurors to select and which to 
avoid in jury selection proce-
dures, for a hefty fee. The strate-
gy is to try to select the jurors 
who are most favorable to your 
side, based on social surveys. In 
Japanese lay judge trials, the 
prosecution and defense are 
each entitled to reject up to four 
jurors for any reason. Since law-
yers have a duty to maximize the 
interests of their clients, they 
need to do whatever they can 
within the rules. In France, sys-
tems for predicting legal deci-
sions became a controversial 
topic when the country intro-
duced a law prohibiting predict-
ing decisions regarding individual 
judges. Yet, the same law pro-
motes the disclosure of judgment 
information after anonymizing the 
names of the parties to the dis-
pute.
—In this year’s ordinary ses-
sion of the Diet, legal amend-
ments were made to enable 
greater use of IT for civil court 
proceedings.

—What are some of the 
uniXue difficulties of aWWl`inN 
AI to legal matters?
NITTA! -PrstS �̀ Pt»s ]er` KPɉJuSt to 
create a system of rules. Ma-
chines cannot understand every-
day vocabulary, common sense, 
or other kinds of information 
about the outside world. No mat-
ter how many rules are created 
within the context of laws and 
regulations, they will be insuffi-
cient when applied to real prob-
lems if there are no rules about 
the outsPKe ^orSK� 0t Ps KPɉJuSt to 
make judgments about various 
kinds of legal terms, such as tort 
(unlawful act) and negligence, 
because their scope of recogni-
tPoU KPɈers froT JHse to JHse�

D eep  lear ning f or  highly  
accur ate d ecisions

—What kind of impact are 
recent advances in deep learn-
ing making?
NITTA : We can now analyze 
large volumes of text data in de-
tail to help make more accurate 
legal judgments. Deep learning 
also enables advanced services 
such as checking contract docu-
ments and giving detailed advice 
to clients based on reference to 
judicial precedents. This kind of 
“legal tech” is already in practical 
use, with dozens of law firms in 
Japan reportedly deploying it in 
some form. However, there is an 
ethical debate on whether the 

NITTA: Court proceedings will 
become more efficient, as com-
plaints and decisions that were 
previously handled in writing can 
now be handled digitally. Re-
searchers are also likely to get 
access to a far more data.
OTA: I don’t know why this has 
taken so long. It could have easi-
ly been done 10 years ago. Law-
suit documents are still being 
submitted by postal mail or fax. 
In Spain, courts are equipped 
with three or four video record-
ers. So when an appeal is filed, 
the higher court receives video 
recordings as part of the formal 
record of proceedings, along 
with digitalized evidence. Japan 
needs to stop relying on personal 
seals and paper.

D ev elop m ent of  AI f or  
“ social j ustice”

—How will people respond to 
the application of AI to the 
judicial system?
NITTA: An early U.S. paper on 
legal expert systems reported 
that their development was moti-
vated by the desire for greater 
social justice. It isn’t fair that rich 
people can hire talented lawyers 
to obtain an advantage in court. 
It’s important that everyone can 
readily access the court system 
and obtain a correct judgment. 
As an example, in a divorce me-
diation, a wife should not have to 
accept unfavorable terms just 
because she doesn’t understand 
the law as well as the husband. If 
the adoption of AI can help to 
advance discussions by identify-
ing points of contention in com-
plex cases, it should help to 
speed up trials. Although it would 
be problematic to leave judgment 
processes entirely to AI, AI can 
be valuable if it is skillfully used 
as a supplementary tool.
OTA: I conducted a social survey 
on the use of AI in trials. I found 
attitudes to be ambivalent (in-
consistent), with both strong 
hopes and concerns. When we 

Creative judgments 
reTuire breakthroughs 
beyond machine 
learning (NITTA)
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agine this would be very conten-
tious. In calculating lost earnings 
for women, for example, AI might 
base its calculation on a lower 
wage (compared to men), due to 
statistics on women’s wages. In 
other words, since AI learns from 
data about the past, it could re-
produce negative legacies of the 
past. Even in America, the deci-
sions of judges are often uncon-
sciously (or consciously) rooted 
in discrimination based on race, 
gender, or other factors. This is 
why there are concerns about AI 
learning from the past in this 
way.
NITTA: In court cases, it is es-
sential not only to draw a conclu-
sion but also to present the rea-
soning behind the decision. The 
use of deep learning has the po-
tential to facilitate very precise 
legal judgments, but humans will 
not be able to understand why a 
particular decision was reached 
just by looking at the internal pa-
rameters of the system. That is, 
deep learning might be able to 
lead us to correct decisions with-
out us knowing the reasoning 
behind the decision. In a court of 
law, though, if a judgment is 
made without presenting the rea-
sons, people wil l be lef t un-
JoU]PUJeK HUK KPssHtPsfieK�
OTA: Nevertheless, although the 
reasons for actual court deci-
sions are written in terms of re-
quirement facts and legal syllo-

asked people about the following 
poteUtPHS beUefits of (0 trPHSs� the` 
expressed positive anticipation 
for all of the following: “legal de-
cisions will be made consistently 
nationwide, eliminating variation 
between courts and judges”; 
¸fHJt�fiUKPUN ^PSS be sJPeUtPfiJHSS` 
JorreJt¹" ¸the UeNHtP]e eɈeJts of 
false or inaccurate testimony and 
evidence will be eliminated”; “tri-
als will be fair and neutral”; “trials 
will cost less”; “trials will take 
less time”; and “trials will not be 
HɈeJteK b` the JoTpeteUJe Se]eS 
of individual lawyers.” However, 
when we asked people, they ex-
pressed strong concerns about 
the following potential issues 
with AI trials: “flaws in AI trail 
systems could lead to miscar-
riages of justice”; “there is a risk 
that AI trial systems will be ille-
gally manipulated from outside”; 
“trials may lose a sense of hu-
manity”; “there is a risk that trials 
will be unable to adapt to social 
changes”; and “there is a risk 
that trials will be unable to adapt 
to changes in human values and 
ethics.” From this, we learned 
thHt peopSe feeS JoUÅPJteK Hbout 
the promise of this new technol-
ogy, simultaneously expressing 
hope and fear. To promote the 
spread of AI-assisted trials, it is 
essential to ease these concerns.

AI can b e easily  ap p lied  to 
m ed iation

—How are practical 
applications of AI likely to 
unfold in the coming years?
OTA: In cases of breach of con-
tract and collection of sales pro-
ceeds, the contested circum-
stances and evidence tend to be 
similar, so a human judge will 
probably not be needed. It would 
be good enough if parties that 
feel disadvantaged can get a hu-
man judge to review their case 
on appeal. On the other hand, al-
though AI would be capable of 
calculating lost earnings and 
compensation for damages, I im-

gisms, cognitive neuroscience 
has demonstrated that actual 
decision-making process and 
the real reasons for decisions are 
rooted in some combination of 
unconscious and emotional im-
pulses. This leads us back to the 
question of whether the require-
ment facts and syllogisms, which 
are only “judgments made in 
hindsight” or “ex post rationaliza-
tions,” when a trial requires rea-
sons, are really sufficient for a 
human judge.
—It seems that it will take quite 
a long time for “AI judges” to 
appear on the scene.
NITTA: The use of alternative 
dispute resolution (ADR) is rec-
ommended, whereby mediation, 
arbitration, and other out-of-
court procedures are used first, 
as opposed to taking a dispute 
immediately to court. There is 
also discussion happening about 
ODR, or online ADR. In ODR, AI 
is expected to assist with infor-
mation searching, responding 
automatically to simple consulta-
tions and advancing discussions. 
More advanced functions might 
include analyzing points of con-
tention, formulating compromis-
es based on the concessions 
made by both parties, and pre-
par ing a wr i t ten agreement 
based on discussion.
OTA: The easiest way to start 
deploying AI is in mediation. Tri-
als ultimately end in a public 

If all human data can 
be analy]ed, AI courts 
could emerge
 (OTA)

>)eature@ Understanding ìJuris-Informaticsú
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so-called “hard cases” (cases 
that require legal policy value 
j u dgme nts )  su ch  a s  so c i a l 
changes, ethical changes, cultur-
al changes, and political issues 
will inevitably need to be made 
by human judges. The rest will 
return to the principle of demo-
cratic society of review by the 
Diet and other political process-
es.
—I wonder if the decisions that 
AI will be able to make can 
change over time, if AI can 
take into consideration the 
socially accepted ideas of the 
time?
NITTA: If legal judgments are 
made by machine learning from a 
database of judicial precedents, 
as they are now, there is a risk 
that only conservative decisions 
that align with precedents will be 
possible. To enable more crea-
tive judgments when there is a 
sPNUPfiJHUt JhHUNe PU soJPHS JoU-
vent ions, we need a break-
through, to get beyond machine 
learning from a database of 
precedents.
OTA: If there were an AI comput-
er with access to all kinds of 
news, chats, and emails, it might 
be able to grasp the trends of the 
times to predict public opinion 
three years ahead and make de-
cisions based on that prediction. 
In our age of wearable comput-
ers and the capacity to analyze 
vast quantities of data about hu-
man beings, we may see the 
emergence of AI courts capable 
of anticipating worldwide trends. 
0t»s stPSS H SoUN ^H` oɈ� thouNh¯
NITTA: There is a fear that AI will 
get out of our control. It is said 
that sooner or later, the comput-
ing power of an ordinary PC will 
outstrip the total computing pow-
er of all human brains. However, 
the fact that we can analyze huge 
amounts of data does not neces-
sarily mean we will be able to 
make smart judgments or correct 
decisions. It would be wonderful 
if AI could autonomously make 

judgment that is unilateral and 
binding, but if judgments were 
made by AI, there would still be a 
lack of information to present 
that shows a judgment to be ap-
propriate, so people would feel 
resistant to the process. In medi-
ation, however, AI can present 
the parties with specific, con-
crete proposals, but if the parties 
fail to accept one of them, the 
process ends there. Or if they 
agree, the mediation is complete. 
Therefore, as long as the parties 
agree under the principle of pri-
vate autonomy, no miscarriage of 
justice can occur. The AI could 
propose three or four solutions 
for the parties to choose from, 
based on judicial precedents and 
past dispute resolution cases, 
along the lines of, “this solution 
may be appropriate in this kind 
of dispute.” I consider this use of 
AI very feasible.

In the end ,  p eop le will still 
need  to m ak e d ecisions

—So, it is quite possible that 
AI could be used like that!
OTA: Yes, but there are still going 
to be decisions that only human 
judges can make. For example, 
when a new legal problem arises, 
such as how to think about cop-
yright in the Internet age, only a 
flesh-and-blood human judge 
can decide the issue, for the sim-
ple reason that there are no judi-
cial precedents for AI to learn 
from. Another point is that even 
decisions that seem obvious to-
day can become strange as soci-
ety changes. Although the period 
of exclusion under the Civil Code 
Ps 20 `eHrs� (0 Ps uUHbSe to Åe_P-
bly decide where to set the start-
ing point when, say, an unlawful 
HJt Ps foSSo^eK b` HftereɈeJts or 
a recurrence of the act. Just as 
the Supreme Court has some-
times overturned lower court de-
cisions in line with judicial prece-
dents, I believe that in the end, 
judgments must be made by hu-
mans. In other words, I think that 

correct value judgments, but 
there is no conceivable mecha-
nism to make this a reality.

/o^ JHU (0 be usefuS PU the fieSK of 
jurisprudence, where intelligence 
collides with anger, resentment, and 
other emotions? This question was 
convincingly answered by the two 
professors, who have been involved 
PU thPs fieSK of reseHrJh sPUJe Pts eHr-
liest days. Given the accelerating 
application of IT in the judicial sys-
tem, to develop databases of all le-
gal judgments, for example, I felt a 
keen need to resolve the contradic-
tions of the existing system, such 
as the lack of substantial access to 
court records. Even if AI becomes 
convenient to use, what unique val-
ue JHU Åesh�HUK�bSooK huTHU SH^-
yers provide? Fostering legal pro-
fessPoUHSs ^ho JHU fuSfiSS the UeeKs 
of the AI era is also an urgent chal-
lenge.

" WorE Grom 
the Interviewer

After graduating from the Department 
of Social Psychology at The University 
of Tokyo, joined the Asahi Shimbun. 
While employed there, in 2012, earned 
a master’s degree (Socio-information 
and Communication Studies course) 
from The University of Tokyo Graduate 
School of Interdisciplinary Information 
Studies. After stints working in the 
newspaper’s city department and as 
the Brussels bureau chief, is currently in 
charge of judiciary-related editorials. 
Author of “Discussions and Reports on 
the Lay Judge System” (Journal of 
Mass Communication Studies No. 82).

IDA, .anako
Editorial Writer, Asahi Shimbun

0T"
 4Io[o NITT"
 ,aUTVNJ

Photography by KAKE, Makoto (pages 7-9)



NII Today No.97 ����

Criminal trials start with the prosecu-
tion and defense laying out their evi-
dence to establish the facts of the 
matter (fact-finding phase). Next, to 
decide on the illegality of the matter, 
there is a discussion about which 
provisions of which laws are relevant 
(subsumption phase). With all the 
THterPHS Uo^ HsseTbSeK� PU the fiUHS 
phase the judge makes a judgment 
of guilty or innocence decision (judg-
ment phase).
In television courtroom dramas, deci-
sions are sometimes reversed after an 
intricate mystery is unraveled. Howev-
er, in ordinary civil trials, there is a sig-
nificant variance in the arguments of 
the pSHPUtPɈ HUK the KefeUKHUt�
Although the term “facts” is used, 
the reality of the matter is unclear so 
it requires delicate levels of judg-
ment. Thus, the f irst  phase of 
fact-finding and the subsequent 
phase of subsumption remain to be 
handled by human prosecutors and 
defense lawyers.
The logic of  P R O L E G
In principle, the PROLEG framework 
developed by Prof. SATOH and his 

colleagues, covers the final “judg-
ment phase” of trials, which is rela-
tively easy for computers to handle. 
If PROLEG can someday handle a 
certain level of evidence-based 
fact-finding and application, we 
could call it an “AI judge” or “AI jury.” 
For now, though, it’s more appropri-
ate to call it a “judgment support 
tool for legal experts” or a “decision 
expert system.”
In trials that have unresolved areas of 
ambiguity, or “gray zones,” meaning 
questions that cannot be settled in 
terms of black and white, a human 
decides on the basis that “based on a 
comprehensive consideration of the 
material presented so far, this is the 
most reasonable conclusion.” Al-
though the information is incomplete, 
computers can also search for conclu-
sions that do not produce inconsistent 
results based on rules that cover gen-
eral principles and exceptions.
As an example of a procedure, sup-
pose that the tenant (lessee) of a rental 
apartment (B) subleased the apart-
ment to a sister without consulting the 
SHUKSorK �(� �see the fiNure�� ;he SHUK-

lord complained that the tenant had 
acted without his permission, and it 
led to the termination of the rental con-
tract. The tenant feels that the land-
lord’s action is unjustified for such a 
trivial action so he refuses to move out 
the apartment. Thus, the matter ends 
up in court.
Assuming that a valid rental contract 
exists and that the tenant is proved to 
have sublet the apartment to the sister, 
the logical structure of the legal case 
according to PROLEG is as follows.
Legally, if a contract has been estab-
lished, it cannot be terminated, with 
the exception that if there is any 
breach of contract the landlord can 
terminate it.→ Subleasing constitutes 
a breach of contract.→ The landlord 
can terminate the contract. However, 
there is an exception to this termina-
tion provision (an exception to an ex-
ception) too: if the landlord gives prior 
consent to the subleasing, the land-
lord cannot terminate the contract.→
But the landlord did not give consent, 
so the landlord can terminate. There 
is also another exception: the con-
tract can be terminated if the rela-

SATOH, Ken
Professor, Principles of Informatics 
Research Division, NII

PROLEG, a legal reasoning system developed by a team led by Professor SATOH, Ken, 
makes use of artificial intelligence (AI) to infer the reasons used to arrive at a legal judg-
ment. Since it incorporates a “logic programming language,” PROLEG is an “explainable 
AI,ú as opposed to an une[plainable ìblack bo[.ú It is interesting to consider this technolo-
gy in the light of whether the use of AI in the field of jurisprudence can be readily accepted.

The Potential of PROLEG, 
a Legal Reasoning System

Using AI for 
Legal Reasoning 
and Judgments 
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are overlooked, or that there are no 
errors in legal arguments, as well as 
for nonprofessionals, for exploring 
the prospects of a trial. The advan-
tHNe of 7963,. Ps thHt Pt oɈers the 
know-how of a veteran lawyer to 
new lawyers and people with no le-
gal expertise. In contrast to a gener-
al-purpose system that can handle a 
wide range of tasks, a system that 
features a high degree of knowledge 
PU H speJPfiJ fieSK Ps RUo^U Hs HU ¸e_-
pert system.” As Prof. SATOH points 
out, “Expert systems can be highly 
eσective, if they are applied to the 
appropriate field, without excessive 
expectations and with awareness of 
their limitations. Conversely, systems 
that try to be too versatile often fail.” 
In other words, this system can be 

tionship of trust between tenant and 
landlord breaks down. → So, the 
case hinges on whether the tenant’s 
action of subleasing to a sister is 
considered sufficient cause for vio-
lating the relationship of trust. Like 
this, PROLEG reaches a conclusion 
after checking all principles, excep-
tions, exceptions to exceptions, 
etc., to ensure that there are no 
omissions.
A lawyer might think, “This is what I 
do every day. As a professional with 
plenty of experience and knowledge 
of rental contract disputes, I know 
everything there is to know. I don’t 
need to learn anything from a com-
puter.” However, this system can be 
very useful for new lawyers, for 
checking that no points of contention 

sHPK to be soSPK rHther thHU ÅHsh �̀
Though PROLEG seems to be a gen-
uinely useful tool, its use by legal 
professionals has not progressed 
much. Its use is still essentially limit-
ed to research and testing. The big-
gest obstacle to wider deployment is 
that facts and other data need to be 
entered in computer code, rather 
than in a natural language such as 
Japanese or English. This is a major 
hurdle for legal professionals who are 
unfamiliar with the program, so it is 
unsurprising that they feel unwilling 
to try it. Hopefully, we will see some 
improvement in this area soon.
At present, a pull-down method of 
selecting input items (instead of us-
ing computer codes) is being stud-
ied. Even with this method, however, 

Termination for unauthorized subletting
A (landlord)
B (tenant)

March 16, 2022
×

Consent to sublet
A (landlord)
B (tenant)

March 16, 2022
×

Declaration of intent
Consent to sublet

A (landlord)
B (tenant)

December 6, 2021
×

Preceding dates
December 6, 2021

March 16, 2022
○

Circumstances of “no breach of trust” 
evaluation basis facts
Only subletting to sister of B (tenant)

○

“No breach of trust” evaluation basis facts
○

Conclusion of rental contract
A (landlord)
B (tenant)
○

Handover
A (landlord)
B (tenant)
○

Conclusion of rental contract
B (tenant)

Sister of B (tenant)
○

Handover
B (tenant)

Sister of B (tenant)
○

Usufruct
Sister of B (tenant)

○
Notice of intent to terminate (rental 
contract) due to unauthorized subletting

A (landlord)
B (tenant)

March 16, 2022
○

PROLEG block diagram of 
a rental contract breach 
due to unauthorized 
subletting (e[ample)

The figure illustrates the legal reasoning of 
PROLEG in the case of a rental contract ter-
mination on the grounds of unauthorized 
subletting. The “×” at the bottom of (1) indi-
cates that termination due to unauthorized 
subletting is ruled invalid. The reasoning 
leading to that conclusion is shown on the 
right. In addition, the requirements for the 
principle of “termination for unauthorized 
subletting” in (2) are connected to the con-
clusion by a solid-line arrow. Note that all 
these principles are ruled to be valid (indicat-
ed by a “ ˓ ”). However, there are two ex-
ceptions that need be considered in this 
case: (3) and (4). Although consent to sublet 
in (3) is not accepted, the defense of “no 
breach of trust” in (4) is accepted. Accord-
ingly, even if the principle is accepted as 
valid, the conclusion “termination for unau-
thorized subletting” is rejected because an 
exception is accepted. Blocks (2), (5), and (6) 
represent the legal facts of the case, deter-
TPUeK PU the fHJt�fiUKPUN phHse HUK HppSPJH-
tion phase. (Explanation by SATOH, Ken)
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a computational model that imitates 
the neural networks of the brain to 
learn how the various judgment cri-
teria were weighted, so as to maxi-
mize the accuracy rate in predicting 
acceptance/rejection of legitimate 
defense. Such a system should then 
be able to reliably predict judgments 
in new cases. Unfortunately, research 
on methods that require such a large 
quantity of training data has not ad-
vanced, because court judgments in 
Japan are not currently available in 
digital format.
C an AI m ak e b etter  j ud gm ents 
than hum ans?
When we use deep learning, all we 
can say about the result is that “com-
putation generated this output.” The 
massive calculation procedure lead-
ing to the result is so complex that 
the decision-making process be-
comes a black box. And even if we 
feeS JoUfiKeUt thHt our Keep SeHrUPUN 
produces the correct result, would 
people really be convinced by a death 
penalty that is decided by an AI sys-
tem? Since PROLEG can trace the 
Åo^ of SoNPJ� ho^e]er� ^e JHU HS^H`s 
check the turning points in the rea-
soning process that lead to the judg-
ment. This makes PROLEG a hu-
man-friendly system that enables 
people to understand court decisions.
Skepticism about the deployment of 
(0 PU the fieSK of QurPspruKeUJe Ps SPRe-
ly to persist, however. It should be 
remembered that historically, jury 
systems arose only after there was a 
widespread consensus that ordinary 
citizens (not just professional judges) 
were capable of making correct legal 
judgments. Similarly, a time may 
come when it is widely agreed that 
AI can make legal judgments as ef-
fectively as humans.
6U the XuestPoU of JoUfiKeUJe PU the 
judicial system, I recall an interesting 
paper by Israeli researchers (“Extra-
neous factors in judicial decisions”). 
The study analyzed in detail how 
eight judges reviewed the bail deci-
sions of over 1,000 prisoners. It 

Pt Ps KPɉJuSt to KeterTPUe ho^ to for-
mulate the Q&A procedure for the 
pull-down menus.
Professor SATOH elaborates, “Users 
want AI to work like a vending ma-
chine: just enter your case details in 
Japanese and receive an automati-
cally generated judgment. It’s hard to 
get them to use any system requiring 
Tore eɈort thHU thHt�¹
PROLEG references around 2,500 
rules, consisting of norms derived 
from Civil Code and Supreme Court 
precedents. This scale makes it the 
largest system of its type anywhere 
in the world. And to make sure that 
the system works properly, a gradu-
ate student in law from The Universi-
ty of Tokyo School of Law is em-
pSo`eK pHrt�tPTe� speJPfiJHSS` to ]erPf` 
that PROLEG can accurately solve 
short-answer questions from the na-
tional bar exam. 
However, since the text of a court’s 
judgment does not necessarily de-
sJrPbe the Åo^ of SoNPJ HUK reHsoU-
ing in detail, there are limits to the in-
put of rules. The texts of court 
judgments nearly always contain 
some black-box areas that remain 
unclear. In the case of Supreme 
Court precedents, although specialist 
explanations are available, the ques-
tion of how to broadly incorporate 
these judgments (and those of lower 
courts where such authoritative de-
tailed analyses are not available) into 
a computer system is proving to be 
an intractable challenge, according 
to Prof. SATOH.
Extending a system like PROLEG 
will further e[pand its AI potential. 
In theory, it may be possible to imi-
tate the craft of expert legal profes-
sionals who gradually develop judg-
ment criteria in their minds after 
looking at many judicial precedents, 
by importing massive numbers of 
precedents and subjecting them to 
machine learning. Suppose we enter 
a large number of cases in which a 
defendant was judged to have acted 
in legitimate self-defense and apply 

Reporting and writing by YAMADA, Tetsuro, Editorial Writer, The Yomiuri Shimbun

found that when judges arrived at 
the oɉJe PU the TorUPUN� the` ^ere 
initially generous in granting bail but 
became significantly more hesitant 
to grant bail just before midday. Im-
mediately after lunch, the bail rate 
rose again, before declining again to-
ward evening.
In other words, with psychological 
fatigue, the judges tended to revert 
unconsciously to a “default” judg-
ment of “no bail.” Or, more dramati-
cally, whether a prisoner was granted 
bHPS ^Hs PUÅueUJeK Sess b` the prPs-
oner’s behavior or rehabilitation po-
tential than by the judge’s blood sug-
ar level. Most people would probably 
recognize the truth of this tendency 
from their personal experience. When 
we feel relaxed and unhurried, we 
tend to think more carefully about 
things and act more generously 
(granting bail). Conversely, when we 
feel hungry or irritated, we tend to 
jump more easily to harsh judgments 
(no bail). Given this reality, many pris-
oners would naturally prefer to have 
their cases reviewed by an AI system 
than by a human.
As the times have changed, things 
once considered obscene under the 
law are now considered unremarka-
ble. It is also quite common that 
QuKNTeUts THKe PU the first PUstHUJe 
are overturned in the second in-
stHUJe� 0t Ps Uo surprPse thHt KPɈereUt 
QuKNes hH]e KPɈereUt PKeHs HUK ]HS-
ues� HUK therefore JoTe to KPɈereUt 
decisions, even when faced with ex-
actly the same evidence. If an ad-
vanced AI system were deployed for 
judicial purposes in the future, would 
we see a greater convergence or 
consistency in legal judgments; or 
would there still be variations in judg-
TeUts Kue to TPUor KPɈereUJes� Qust 
as we see now due to the diversity 
of views and opinions between indi-
viduals? It’s hard to say, but philo-
sophical questions will no doubt 
emerge as the future of AI in juris-
prudence takes shape over the 
coming years.

[Feature] Understanding ìJuris-Informaticsú
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—To begin, please explain what 
COLIEE is, and tell us about your 
research interests and how you 
got involved with COLIEE.
KANO: COLIEE is an international 
contest of AI systems for automat-
ically answering short-answer 
questions about law in bar exams. 
Basically, participating teams from 
around the world compete in an-
swering exam questions, aiming 
for the maximum accuracy and 
performance. The teams make 
their presentations at an interna-
tional conference held each year.
COLIEE currently involves four 
separate tasks, Tasks 1 to 4. Tasks 
3 and 4, the original two tasks, are 
to automatically answer yes/no 
questions on Japanese Civil Code 
from bar exams. The main ques-
tions are the latest questions of 
the year. These are provided to-
gether with past questions and 
their correct answers, the legal 
texts themselves, and the provi-
sions of the Civil Code, for use in 

answering the questions. The 
questions are provided in Japa-
nese, along with English transla-
tions.
Tasks 1 and 2, which use a data-
base of Canadian case law, were 
added in 2018. Professor Randy 
Goebel and his colleagues at the 
University of Alberta, Canada, 
oversee these tasks. Apart from 
language, the major diσerence be-
tween the two sets of tasks is that 
one is based on Japanese statute 
law and the other on Canadian 
case law.*2

Tack ling a challenge a d ecad e 
ahead  of  lar ge cor p or ations

As an undergraduate, I studied 
physics, but since my master’s, I 
have worked on natural language 
processing. Later, at NII, I worked 
on language processing in a varie-
ty of fields, such as generating au-
tomated answers in social studies 
and medical language processing. 
At the time, I also worked on the 

Is artificial intelligence (AI) really capable of passing the bar e[am" The Competition for Legal Information E[trac-
tion and Entailment (COLIEE) is an international legal document processing contest held annually since ����. Par-
ticipants tackle tasks involving the application of AI technology to the field of law. To get an overview of COLIEE 
and some of the challenges that its implementation has brought to light, we interviewed two of the competition 
organi]ers� <OSHIO.A, Masaharu (Professor at Hokkaido University) and .ANO, <oshinobu (Associate Professor 
at Shi]uoka University).

Current state and challenges of legal language interpretation

YOSHIOKA, Masaharu
Professor, 
Division of Computer Science and 
Information Technology, Graduate School 
of Information Science and Technology/
Institute for Chemical Reaction Design and 
Discovery, Hokkaido University

KANO, Yoshinobu
Associate Professor, 
Department of Behavior Informatics
Faculty of Informatics, 
Shizuoka University

YOSHIOKA, Masaharu / After working as an 
assistant at the National Center for Science In-
formation Systems (later NII), moved to Hokkai-
do University, serving as an Associate Professor 
at the Graduate School of Engineering before 
assuming current position. Expertise and re-
search interests include the application of 
knowledge processing technology to informa-
tion retrieval and  knowledge acquisition from 
document data and Linked Open Data, as well 
as the utilization of such data.

KANO, Yoshinobu / Assumed current position 
after working as a project researcher at The 
University of Tokyo and a PRESTO researcher 
at the Japan Science and Technology Agency 
(as well as a visiting researcher at NII). Special-
izes in fundamental technology for natural lan-
guage processing and its applications. Re-
search interests include the construction of 
natural (human) language processing models 
and their application to law, politics, medicine, 
communication, and other fields�
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In the current COLIEE, Task 3 is fo-
cused on information retrieval, to 
find relevant provisions from Civil 
Code texts in response to given 
questions, while Task 4 is a ques-
tion-and-answer task, requiring a 
Yes/No answer to given questions. 
I work mainly on the first part, the 
information retrieval part of Task 3, 
focused on searching for relevant 
provisions.

Difficulty of automated process-
ing of legal language

—What is the significance of 
COLIEE’s role in natural language 
processing research" And what 
are the main diτculties in this 
field"
KANO: More and more researchers 
are working on language process-
ing, and the research is advancing 
rapidly. The accuracy of processing 
in a variety of areas is undoubtedly 
improving too, but some difficult 

“AI Wolf project,” which aimed at 
automated playing of “Are You a 
Werewolf"ú.*3 In collaboration with 
other institutions and universities, 
NII also participated in the “Todai 
Robot Project,” an AI project simi-
lar to COLIEE, aimed at automati-
cally answering university entrance 
exam questions.*4 With this back-
ground, I was involved with COLIEE 
from its inception.
The challenge of using AI to auto-
matically answer bar exam ques-
tions was extremely difficult in 
those days, so very few people 
seemed willing to even try it. Since 
we couldn’t match large companies 
in terms of the funding and staτng 
needed to produce immediate re-
sults, I thought it would be better 
to work on something more essen-
tial and challenging that would take 
five or �� years to bear fruit.
YOSHIOKA: I studied precision en-
gineering at undergraduate level, 
and later design in graduate 
school. This involved investigations 
into ìhow do people make things"ú 
and ìwhat is design"ú with a spe-
cial focus on “knowledge in de-
sign.” Later, in 1996, when I worked 
at the National Center for Science 
Information Systems (the prede-
cessor of NII), I got interested in 
bibliographic information retrieval. 
That’s when I thought it might be 
possible to do something interest-
ing if we could incorporate large 
quantities of information from open 
sources. That’s how I got started in 
research linking information retriev-
al and AI.
Focusing on information retrieval, I 
first participated in COLIEE as a 
competitor in 2016 and then as an 
organizer from 2017.

problems remain.
There are currently three main diτ-
culties in natural language process-
ing. First, there are many ambigui-
ties and omissions in natural 
language, especially in spoken lan-
guage. Second, AI lacks the kind of 
“common sense” that allows hu-
mans to carry on a conversation 
based on a premise that they un-
derstand intuitively. This is now a 
major challenge for COLIEE partici-
pants trying to generate automatic 
answers to bar exam questions. 
Last, it is Tuite diτcult in practice 
to maintain a logical or consistent 
view of things in processing, espe-
cially legal language processing.
You might think that legal language 
is a highly suitable kind of natural 
language for automated process-
ing because it needs to be as logi-

Deep learning is allowing us 
to see what is difficult about 
information retrieval. 
(YOSHIOKA)
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lecting the right answer. Initially, we 
assumed a streamlined system, 
from presentation of the question 
to the answer, but when we tried 
this approach, the precision of the 
first, information retrieval phase 
was not very good. If the selection 
at this stage is incorrect, then 
whatever answer is derived—
whether right or wrong—will be 
meaningless.
The first step is therefore to con-
duct information retrieval. Then in 
the second phase, we test wheth-
er we can make a correct decision, 
assuming that “an ideal informa-
tion retrieval system” exists. This 
is the two-stage setup.
Furthermore, the concept of “rele-
vant provisionsú in the first phase 
is also Tuite diτcult. If we assume 
unwaveringly that at the very least 
“this provision must absolutely be 
included,” then we examine to 

cal and unambiguous as possible 
by its very nature. However, there 
are many things that remain unwrit-
ten or unexpressed. At the same 
time, there is now a strong demand 
for automation-based support in 
the legal field.
When aiming for practical automa-
tion, it is important to start by 
clearly defining what the problem 
is, identifying the issues that need 
to be resolved. I believe that one of 
COLIEE’s roles is to provide tasks 
that present diτculties from a vari-
ety of angles, to bring these issues 
to light.
Y O S H I O K A :  A s  m e n t i o n e d , 
COLIEE’s tasks are divided into 
two phases, a pre-process of find-
ing the provisions relevant to the 
question, and the process of se-

what extent other provisions are 
needed to supplement it. In fact, in 
Civil Code texts, the provisions of 
a particular matter may be related 
to each other in daisy-chain fash-
ion, for example, stipulating that 
the provisions of one thing be “ap-
plied mutatis mutandis” to another 
provision, or that multiple condi-
tions stipulated by another provi-
sion be met. On the other hand, in 
response to the word “minor,” I 
think it would be excessive to use 
the provision “18 years of age 
shall be considered the age of le-
gal majorityú (Article � of the Civil 
Code) every time. It is difficult to 
make allowances for this.

What is COLIEE aiming at af-
ter  d eep  lear ning?

—What has been achieved and 
what issues have emerged in the 
past eight years of the COLIEE 
program, and what are the pros-
pects for the future"
YOSHIOKA: Let me explain the 
procedure of Task 3, the informa-
tion retrieval part. Unsurprisingly, 
the biggest change of the past 
eight years has been the emer-
gence of deep learning.
To begin, I want to say something 
about the time before deep learn-
ing. Initially, COLIEE was about 
dealing with exam questions, so 
the questions were ultimately de-
signed to be answered without any 
ambiguity. Nevertheless, some of 
the questions were essentially ask-
ing, ìDo you know this provision"ú 
while others were more specific. 
Naturally, the former questions 
were easier to answer, and from the 
standpoint of information retrieval, 
much of the language used was 

Dialogue YOSHIOKA, Masaharu KANO, Yoshinobu

“Explainable AI” is vital 
in the field of law

 (KANO)
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Before deep learning, generally a 
rule-based approach was used. 
With classical language process-
ing, the best results are obtained 
by comparing word delimiters, syn-
tax, and individual words, and 
judging correctness based on the 
degree of matching. Later, with 
deep learning, better results could 
be produced if the training could 
be done with considerably large 
data sets.
Currently, we can generate correct 
answers to approximately 70% of 
questions. However, since there are 
only two possible answers, even 
throwing a dice achieves a 50% 
probability of success. We might 
conclude that after all the eσort we 
put in, we end up with an extra 
20% of accuracy. However, we 
should also note that, in practice, 
10% of questions every year are 
very easy to get correct.
The next aspect of this technology 
is “explainable AI.” Although deep 
learning has become widely used, 
it is diτcult to understand what is 
going on “under the hood.” If an 
automatic support system for legal 
trials that generates judgments 
without revealing the reasoning be-
hind them were developed today, it 
would not be accepted. “Explaina-
ble AI” is now a hot topic in various 
fields of application, but it is espe-
cially vital in the field of law. We are 
currently grappling with the chal-
lenge of how to reñect this reTuire-
ment in our competition evalua-
tions, and we may even need to 
redesign our tasks. For example, 
although we have used simple yes/
no questions up to now, we are 
thinking of making the questions 
harder for machines. With the yes/

similar and the texts were also very 
similar. For the latter, however, we 
attempted to change the expres-
sions used in questions slightly, or 
replace words with synonyms, but 
these have not been successful 
solutions.
In the meantime, by the late 2010s, 
deep learning had become practi-
cally usable. For example, pre-
trained language models such as 
BERT*5 had appeared. Previously, 
researchers had to create all their 
own training data, but with the ad-
vent of pre-trained models that 
learn similar words and concepts 
after reading a large volume of text, 
it became possible to perform ac-
curate analysis with a relatively 
small quantity of training data. This 
made deep learning more accessi-
ble. In this way, it became possible 
to approach language processing 
so as to take semantic similarity 
into account. Of course, in some 
cases, it is better to match words 
exactly, but through a combination 
of these approaches, we seem to 
be getting closer to successfully 
addressing the problems that were 
diτcult before deep learning.
In any case, as far as obtaining rel-
evant provisions at the information 
retrieval stage, I think we are at 
least getting close to understand-
ing “what needs to be done” or 
ìwhere the diτculty lies.ú
KANO: The second half of Task 4, 
where the relevant provisions are 
applied to the question text to try 
and derive the correct yes/no an-
swer, follows a similar ñow to what 
Prof. Yoshioka just described.

AI’s success rate in answering 
yes/no questions is 70%

no format, you can always get half 
of the answers correct, so we are 
wondering whether it would be 
possible to devise tasks that allow 
us to learn more about how judg-
ments are reached.
As for the future, we would like to 
see more participants, especially 
Japanese. There is also a move to 
start making Civil Code judicial 
precedents available to the public. 
When this happens, there will be a 
huge increase in the quantity of 
available data, which we hope will 
lead to a sharp rise in the number 
of people willing to take on the au-
tomatic processing challenge of-
fered by COLIEE.

*1 COLIEE
COLIEE-2022 website:
https://sites.ualberta.ca/~rabelo/
COLIEE2022/

*2 Japanese statute law/Canadian case 
law
Statute law refers to legal concepts 
based on written laws, such as the laws 
enacted by legislative bodies. Case law, 
in contrast, refers to legal concepts 
based on the accumulation of past 
court decisions.

*3 “Are You a Werewolf?”
A role-playing game in which players 
engage in conversation to try and iden-
tify a liar among ordinary people, or a 
werewolf among villagers.

*4 Todai Robot Project
An NII-centered joint project involving 
several businesses and universities, in 
which an AI robot, To-Robo-kun, is 
tasked with automatically answering 
university entrance exams questions.

*5 BERT
Bidirectional Encoder Representations 
from Transformers (BERT) is a leading 
deep learning methodology for natural 
language processing, unveiled in a pa-
per by Jacob Devlin et al. of Google in 
October 2018.

Interview/Written by KAWABATA, Hideki / Photos by IMAMURA, Takuma (scales on pages 2, 15, and 16) �7
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According to the Ministry of Internal 
Affairs and Communications’ “White 
Paper on Information and Communi-
cations” (2021), 12.4% of companies 
in Japan have adopted IoT or AI sys-
tems or services for the collection and 
analysis of digital data, which rises to 
about 20% if those with the intention 
to do so are included. AI is already 
being implemented in autonomous 
vehicles and medical devices, for 
control of financial systems, and in 
various other applications. The more 
widespread the use of AI becomes, 
the greater the scale and severity of 
any accidents or malfunctions that 
occur. According to Prof. INATANI, 
ho^e]er� Pt Ps KPɉJuSt to KeterTPUe Hp-
propriate judgments or punishments 
in the event of accidents caused by 
AI devices (AIDs) under our current 
criminal legal system. One reason for 
this is the “black box” nature of AI.
He explains, “Statistical optimization 
techniques such as deep learning are 
often used in the development phase 
of many AIDs. It is therefore impossi-
ble to know how individual data learn-
ing and programming actions affect 

the behavior of an AID. With conven-
tional products, it’s easy to predict the 
behavior of a device; if it used in this 
way, it will behave in that way. In con-
trast, AI systems tend to behave sto-
chastically, so their inputs and outputs 
are unstable. In other words, they 
have a black-box nature.
Why does this black-box nature make 
Pt KPɉJuSt to pursue the HpproprPHte SP-
ability and punishment for accidents 
and disorders? According to Prof. IN-
ATANI, “The principle of negligence li-
ability is fundamental in Japan. Negli-
g e n c e  l i a b i l i t y  h o l d s  p e o p l e 
accountable based on why they failed 
to control risks. However, since it is 
impossible to fully understand the be-
havior of AI, the results of an AI sys-
tem are not predictable. Strictly 
speaking then, no punishment can be 

imposed. On the other hand, some-
one can be held liable for knowingly 
distributing a dangerous product of 
unknown behavior. Thus, under the 
current legal system, we have the irra-
tional situation that AI developers 
could be seen as never liable, or else 
liable for any kind of failure.”

C an D P As b e ap p lied  to the 
challenges of  AI?

Many of the concepts underlying the 
modern legal system were estab-
lished in the 19th and early 20th cen-
turies, before sophisticated statistical 
analysis techniques were available. In 
this sense, AI very much lies beyond 
the expectations of current legal 
frameworks.
Professor INATANI therefore advo-
cates a legal system modeled on 

Research in the field of juris-informatics e[amines the utili]ation of artificial 
intelligence (AI) for jurisprudence, as well as the legal control of AI. What 
kind of legal arrangements are needed to deal with the new problems and 
risks presented by AI" To find out, we asked INATANI, Tatsuhiko (Professor 
at .yoto University), who has been investigating criminal liability in AI.

The Legal System 
Surrounding AI

INATANI, Tatsuhiko
Professor, 
Graduate School of Law, 
.yoto University

INATANI, Tatsuhiko / Graduated from The 
University of Tokyo (Faculty of Literature) and 
Kyoto University (Law School). Juris Doctor 
(Professional). Took up current position in March 
2021. Conducted interdisciplinary research on 
corporate crime and criminal liability in relation to 
the development and use of AI. Recent 
publications include “Privacy Protection in 
Criminal Proceedings” (Kobundo).

 AI and the law

Juris-Informatics

- aw  of  "I

Legal control of AI

-aw by "I

Legal language processing

AI legal argumentation theory

AI legal sociology

AI legal reasoning

Under our current legal system, 
AI developers can never be liable 
for accidents, or they can be held 
liable every time
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DPAs. As he explains, DPA stands for 
“deferred prosecution agreement,” a 
scheme developed mainly in the 
U.S.A. for addressing corporate 
crime. Under a DPA, a company that 
hHs JoTTPtteK H JrPTPUHS oɈeUse Ue-
gotiates with prosecutors to defer 
criminal prosecution in return for col-
laborating to investigate the causes of 
the crime and making efforts to pre-
vent recurrence.
¸0U HKKPtPoU to fHJPUN HstroUoTPJHS fi-
nancial penalties, companies that are 
convicted of crimes under U.S. laws 
often have the certifications and li-
censes they need to do business re-
voked. It is almost a death sentence, 
so to speak. For this reason, imposing 
harsher penalties just makes it more 
likely that corporations will try to hide 
evidence. However, the purpose of 
punishing companies is not to destroy 
them, but rather to ensure that they 
establish appropriate corporate gov-
ernance and compliance systems. 
This is the thinking behind the DPA 
scheme, and I believe this same ap-
proach could be used to tackle the 
problems arising from AI.”
Under the DPA scheme, companies 
are meant to discover criminal activity 
within their organizations and volun-
tarily report it to authorities, to obtain 
a reduction or exemption from penal-
ties. As DPAs have thus become an 
incentive, companies are reorienting 
themselves to try to resolve legal 
compliance problems on their own.
Professor INATANI says, “Since deter-
mining the negligence of an AI devel-
oper requires expertise, it is extremely 
KPɉJuSt for QuKNes to Ko so eɈeJtP]eS �̀ 
Dealing with multinational corpora-
tions also makes it hard for prosecu-
tors to collect evidence. In the pro-
cess of trying to realize Society 5.0 
(Japan’s vision of the future, which in-
cludes the use of big data), AI will in-
evitably penetrate every aspect of our 
lives. On the other hand, if AI acci-

dents are unavoidable, it is important 
for companies and developers to 
make the utmost effort to limit the 
risks to a reasonable level and to im-
prove any AI systems that give rise to 
problems.” It’s easy to foresee, how-
ever, that after a serious accident, vic-
tims and grieving families will want to 
see severe punishments handed out. 
Professor INATANI points out that any 
viable solutions need to be accept-
able to all the parties concerned.
“Above all, we need to set up a sys-
tem of sanctions against companies,” 
he says. “We then need to add a 
DPA-like scheme to get companies to 
provide information, so that we can 
improve the entire AI ecosystem. The 
victims of AI accidents also need to 
be involved in criminal procedures in 
some way. This would give legitimacy 
to the system; it’s vital that the system 
be seen as good.”
Professor INATANI also thinks that es-
tablishing such a system will require 
widespread public acceptance, which 
will take time.
His research team is also running psy-
chological experiments and cultural 
anthropological surveys to try and un-
derstand how people respond to ac-
cidents arising from operation of AIDs 
in terms of the emotions of blame and 
condemnation. These experiments 
and surveys are also being done in 
the U.K., to compare the standing and 
social acceptance of AIDs in the U.K. 
and Japan.
“The study is still in progress, but 
^e»]e HSreHK` UoteK soTe sPNUPfiJHUt 
and interesting differences between 
the two countries. We formulated 
scenarios involving autonomous vehi-
cles. For example, we asked several 

hundred people in each country “who 
is to blame” if a self-driving car hits a 
pedestrian while overtaking a bus. 
The British subjects tended to assign 
blame to the direct actor: the self-driv-
ing car or the developer. Japanese, on 
the other hand, tended to consider 
multiple factors, posing questions like 
“why was the bus stopped where it 
was?” and “doesn’t the pedestrian 
bear some of the blame?”
Professor INATANI says that past re-
seHrJh hHs re]eHSeK thHt Kue to KPɈer-
ences in worldviews, people in the 
East and West tend to understand 
causality and view human beings dif-
ferently. The results of this survey 
seeT to support thPs fiUKPUN�
Professor INATANI goes on, “In the 
course of our research, we are gradu-
ally learning about the differences in 
the sense of blame and condemna-
tion that people experience and about 
the mechanisms behind those differ-
ences. In all countries, people are 
aware of this problem and recognize 
that the system needs to be compre-
hensively improved. As for what kind 
of legal environment we need to de-
velop, I believe that the ideas I am 
proposing for a legal system suited to 
the AI age are likely to be globally ac-
ceptable.”
According to Prof. INATANI, the more 
that AI is deployed and the more it 
becomes visible in the world, the 
more it will adapt to the environment 
and evolve. Given the dramatic 
changes that will occur, research to 
explore and perfect a global standard 
legal framework for AI systems will 
undoubtedly continue.

Reporting and writing by OHSHIMA, Daisuke

We need to set up a system of 
sanctions for companies that 
includes a DPA-like scheme
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ing fast, to interview AI researchers at 
the University of Montreal. These re-
searchers are developing AI tools that 
help people to decide how to deal with 
legal problems without depending on 
lawyers. For example, if a product you 
buy from an online retailer is broken 
and you need to seek compensation 
from the vendor, you can quickly ac-
cess the information you need to re-
solve the matter by just answering a 
few questions.
Professor WATANABE explains, “Al-
though it’s not an advanced form of 
AI, this tool is already used in Canada. 
Legal services in Japan are fragment-
ed, and people here often struggle to 
find the information they need and 
prepare documents for submission. If 
we had this kind of AI-based chat-like 
interaction in the early stages of a 
problem, fewer people would give up 
when they try to resolve legal matters.”
The roots of ODR lie in the U.S.A. In 
the early 2000s, when eBay began 
selling a wide variety of products on 
the Internet, it faced the daunting task 
of handling huge numbers of com-
plaints from both U.S. and internation-

Online dispute resolution (ODR) is a 
mechanism in which parties or inter-
mediaries use online technologies to 
try to diagnose, negotiate, and medi-
ate a resolution to a dispute so that it 
does not end up in court. In addition 
to system design, it involves the de-
velopment of digital technologies to 
support the exchange of information 
and the review/revision of laws and 
regulations.
Professor WATANABE explains, “The 
Ministry of Justice put together an ac-
tion plan in March of this year (2022) 
and discussions aimed at implementa-
tion have just begun. As far as I know, 
no AI-based ODR is being used in Ja-
pan as yet.”
The ultimate goal of the plan is a soci-
et` PU ^hPJh HU`oUe JHU reJeP]e eɈeJ-
tive support for resolving disputes via 
their smartphone. In the medium term, 
the goal is to implement the world’s 
highest quality ODR system. How far 
ahead of Japan in ODR are Europe 
and North America?
To f ind out, this past fal l  Prof. 
WATANABE traveled to Canada, 
where the application of ODR is grow-

al users. When it was no longer able to 
Jope b` HKKPUN stHɈ� Pt KepSo`eK the 
first NeUerHtPoU of 6+9 to HssPst ^Pth 
dispute resolution.
ODR research in the U.S.A. was initial-
ly focused on smoothing the resolution 
of e-commerce disputes, but it has 
expanded steadily into the judicial 
realm. In recent years, as the COV-
ID-19 pandemic limited face-to-face 
proceedings, ODR was introduced in 
various state courts around the coun-
try. ODR is now deployed in over 100 
legal jurisdictions in the U.S.A.

The challenge is how to use AI

;he terT 6+9 ^Hs useK PU HU oɉJPHS 
Japanese government document for 
the first tPTe PU 20� � 0t HppeHreK PU H 
paragraph on “Promotion of IT in Ju-
diciary Proceedings” in a “growth 
strategy follow-up.” This strategy was 
aimed at responding to Japan’s de-
clining international business environ-
ment ranking, due to its slow pace of 
digital transformation. Japan is more 
than 10 years behind the rest of the 
world, and only halfway through 
proof-of-concept trials. 

The day when artificial intelligence (AI) is used in our judicial system as a means 
of resolving legal disputes is likely not too far away. Online dispute resolution 
(ODR) is a fast-emerging feature of the worlds of law and AI. In both the U.S.A. 
and Canada, its use is already growing. To learn about the current state and 
challenges of ODR, we interviewed WATANABE, Mayu, a specially appointed 
associate professor at Rikkyo University who is investigating this new tool.

The use of AI in jurisprudence 
is expanding in North America

Can AI be 
Used to 
Resolve Online 
Disputes?

WATANABE, Mayu
Specially Appointed Associate 
Professor, Department of International 
Business Law, College of Law and 
Politics
Rikkyo University

WATANABE, Mayu / Ph.D. (Business Law). 
During a stint of overseas study at Stanford 
Law School in the doctoral program at 
Hitotsubashi University, became convinced 
of ODR’s potential for promoting judicial 
innovation. Since then, has focused 
research on law and technology. Served as 
a member of the ODR Promotion Study 
Group and ODR Promotion Council of the 
Ministry of Justice, and is currently a director 
of the Japan Association for Online Dispute 
Resolution (JODR), a fellow of the National 
Center for Technology and Dispute 
Resolution (NCTDR) at the University of 
Massachusetts, and a board member of the 
International Council for Online Dispute 
Resolution (ICODR).
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The level of technology needed for 
ODR in Japan is not inferior to that of 
other countries. Wi-Fi and smart-
phones are widely used, and the level 
of online and software development 
infrastructure is quite advanced. So, 
what are the barriers?
Professor WATANABE comments, 

“There is a lack of vision about how to 
design ODR. More than technology, 
that’s what we need to focus on.”
One of the issues she raises is how AI 
is used. The more reference data 
available to the AI, the more accurate 
the support it can provide. It is there-
fore vital to have a database of dis-
pute cases with detailed factual re-
cords. Domestic court judgments are 
now stored in digital format, which 

makes them more usable. However, 
there is no widely accessible database 
of settlement cases, so things remain 
in a black-box state.
The Civil Resolution Tribunal (CRT), the 
world’s first online court (tribunal) in 
Canada, maintains a database of 
judgments and makes all documents, 

including proper names, publicly avail-
able. “The CRT prioritizes transparen-
J` o]er JoUfiKeUtPHSPt` of the persoUHS 
information of the parties in dispute,” 
says Prof. WATANABE. “The parties 
need to consent to public disclosure 
of their personal information, but they 
are generally not so reluctant to do 
this, because ODR is a significantly 
less expensive and faster way of re-
solving a dispute than a regular court 

trial, for which a lawyer must be 
hired.”
Japanese people tend to be very con-
cerned about their public reputation. 
For this reason, imitating this progres-
sive Canadian approach to ODR may 
not work well here. It may be neces-
sary to modify the system to suit Ja-
pan’s culture, for example, by an-
onymizing the parties involved.
Two years ago, the Japan Association 
for Online Dispute Resolution (JODR) 
was formed. In the role of a director of 
JODR, Prof. WATANABE actively 
works on organizing conferences, col-
laborating with the University of Mas-
sachusetts, an international center for 
ODR research, and ODR-related per-
sonnel training. At JODR’s inaugural 
event in February of this year (2022), a 
hologram (3D image) of a keynote 
speaker in San Francisco was pro-
jected on stage in front of the live au-
dience at the venue in Tokyo. This 
hologram technology was used to 
give the participants a real sense of 
the potential of the advanced technol-
ogy available to enhance ODR.
The holographic images clearly 
showed the facial expressions, ges-
tures, and movements of the remote 
presenter. This technology allows a 
mediator who questions a witness lo-
cated remotely to judge the truth (or 
falsity) of the emotions and state-
ments expressed by the witness. Cur-
rently, the images are quite vivid, but 
the cost of equipment use is high. The 
key to greater penetration of this 
technology is lower cost and higher 
image quality.
When deploying new technologies 
such as AI, Japanese people tend to 
lose sight of the fundamental purpose 
or underlying theory. Reportedly, only 
20% of people in Japan have access 
to satisfactory judicial services, due to 
high procedural and cost hurdles. 
Professor WATANABE stresses that 
the goal is “to open up greater access 
to justice” and “to prevent a judicial 
vacuum.” We look forward to seeing 
the first (0�bHseK 6+9 s`steT up HUK 
running in Japan before too long.

How to design an ODR system?
Japan is weak at formulating visions

Reporting and writing by ATSUMI, Kouji/Photography by IMAMURA, Takuma
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https://www.facebook.com/
jouhouken/

Facebook

https://twitter.com/
jouhouken

Twitter

https://twitter.com/
NII_Bit

(Audio will play)

Twitter
Bit (NII Character)

https://www.youtube.com/
user/jyouhougaku

YouTube

News & Topics

www.nii.ac.jp/news/2022

More details about news items 
are available online.(in Japanese)

August 5 (Fri.) to 
November 4 (Thu.), 2022

news release 2022

Nov. 8 “Center for Advanced Mobile Driven Research” (CAMDR) is 
established at NII: An innovative value creation platform for 
high-performance mobile 5G environments

Nov. 1 Development of a surveillance system using CT images of 
COVID-19 pneumonia: An ICT platform to enable R&D on im-
mediate response to pandemics

Oct. 31 Number of institutions subscribed
 to SINET, a platform for supporting
 academic research in Japan,
 reaches 1,000

Oct. 26 World’s first AI-based app for recognition of kuzushiji 
(cursive Japanese and Chinese characters), “miwo” wins 
Good Design Award 2022: Contributes to kuzushiji edu-
cation and local historical research using old documents

Sep. 15 In addition to regular LINE stamps of “Info Dog Bit-kun,” 
the official character of NII, LINE emojis will also be sold 
this year

Aug. 31 NII starts providing listing data about the flea market ap-
plication “Mercari” to universities and other institutions 
free of charge: Aiming to contribute to the realization of a 
recycling-oriented society through research on analyzing 
consumer behavior and psychology in the second-hand 
distribution market

Aug. 18 NII starts providing data on word-of-mouth reviews of 
approximately 160,000 products and services free of 
charge for academic research purposes

Aug. 12 Development of AI to support pathological diagnosis of 
gastric biopsies: Support for addressing shortage of pa-
thologists and ensuring cancer care

▶ www.nii.ac.jp/event/2022

Nov. 21 Talk by Prof. Alexandre Guitton Monday on Multigateway 
demodulation in LoRa

Nov. 11 [58th] “DX Symposium for Educational Institutions” (held online)
Nov. 8  Online talk by Prof. Ai-Chun Pang on Edge Intelligence for 

Connected Cars
Nov. 2 Onsite talk on "Music creation with Deep Learning Techniques" by 

Prof. Jean-Pierre Briot, The LIP6, Sorbonne University
Nov. 1 24th Library Fair & Forum (booth exhibit and forum)
Oct. 13 The following three of the six public lectures in “Frontiers of 

Informatics” at NII in FY2022:
Lecture 1 How to find a good combination: Why you should eat in order of what 

you like the best, FUJII, Kaito
Lecture 2 How do machines speak? ―Progress and challenges of speech 

synthesis ―COOPER, Erica
Lecture 3 (For high school students) Is it possible to digitize people? The deep 

relationship between intelligence and body, INAMURA, Tetsunari

□

□

□

□

□

□

EVENT 2022

Period
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How to View 2022 “Frontiers of Informatics” public lectures
Announcements

Registration is required to view lectures.

If you registered 
at Open House 2022:
Visit the web page below 
and log in using the email 
and password you regis-
tered at Open House 2022.

If you did not register 
at Open House 2022:
Visit the web page below 
and sign up for a new 
account.

https://event.nii.ac.jp/event/6044

As of November 2022, the 
first three of the 2022 pub-
lic lectures had been pub-
lished.
We will make announce-
ments when each of the re-
maining lectures is posted. 
You can view the lectures 
using the ID and password 
you registered on the left.

Please feel free to share your comments 
about NII Today magazine with us. We look 
forward to hearing from you!

www.nii.ac.jp/today/iken

Free email magazine
 subscription!

Sign up to get the latest issue of NII Today 
and other timely information about NII in your 
email inbox. Subscription is free!

The arcives of NII Service Briefings are 
avarable only in Japanese.

https://www.nii.ac.jp/mail / form/

NII Service Briefings
To he lp  you  ge t  the  most  ou t  o f  our  
academic research platform, we are holding 
briefings to explain our “SINET6” network 
infrastructure and “NII RDC” research data 
infrastructure. Participation is free but 
registration is required.

We will make videos 
of the briefings 
available later.
Schedule
* Briefings in Osaka have already been held.
  Dec. 20 (Tue.) Tokyo, hybrid event
Registration deadline for venue 
participation: Dec. 16 (Fri.), 5:00 p.m.
Registration deadline for online 
participation: Dec. 20 (Tue.), 5:00 p.m.
Dec. 19 (Mon.) to Dec. 27 (Tue.)
Individual consultation week, online
Registration deadline: Dec. 16 (Fri.), 5:00 p.m.

Search

We welcome 
your comments!

  Bit
 (NII Character)

Nov. 10 SATOH, Ken (Professor at Principles of Informatics Research Division) 
is selected as a FINALIST for the 2022 Alain Colmerauer Prize

Oct. 26 KOBAYASHI, Taisuke (Assistant Professor at Principles of Infor-
matics Research Division) wins the SICE International Young Au-
thors Award for IROS 2022

Sep. 6 UENO, Haruki (Professor Emeritus) is awarded the title of Fellow 
by the Asia-Pacific Artificial Intelligence Association

Sep. 2 ISHIKAWA, Yutaka (Professor at Information Systems Architecture 
Science Research Division) is awarded the title of Fellow by the 
Japan Society for Software Science and Technology

Sep. 2 TATSUTA, Makoto (Professor at Principles of Informatics Re-
search Division) and his colleagues win the 26th Best Research 
Paper Award (2021) of the Japan Society for Software Science 
and Technology

Aug. 24 UENO, Haruki (Professor Emeritus) is awarded the title of Honor 
of JCKBSE2022 by JCKBSE

Oct. 13 NII Overview 2022 (English version) is published

Oct. 13 Registration opens for NII’s 2022 “Frontiers of Informatics” public 
lectures

Sep. 27 “Remote Lectures and Programming Education Support for 
Educational Institutions” case study page released

Sep. 22 Star ted providing “Real-Time MRI Ar ticulatory Movement 
Database” (rtMRIDB) Ver. 1

Sep. 15 PR magazine NII Today No. 96, “The Crystallization of Wisdom is 
Discoverable: CiNii research starts in earnest” is published

Sep.6 2nd call of 2022 "NII International Internship Program" Guideline 
for Candidates (Application deadline by Oct.24th 2022, at 17:00 
JST)

Aug. 18 NII Today No. 92 (English version) is published

Award 2022
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Will There be a Third Generation of Programmers in the Family?
A look at the computer generation gap

TSUSHIMA, Kanae

Assistant Professor,
 Information Systems Architecture Science 

Research Division, NII

oU proNrHTTPUN� but Hs 0 reJHSS� 0 JouSK 
Uot THRe TuJh proNress oU T` o^U� 
beJHuse the JoTputer s`steT ^Hs too 
KPɉJuSt to use� 0 ^Hs oUS` HbSe to fiUHSS` 
stHrt proNrHTTPUN serPousS` Hfter 0 ^eUt 
to uUP]ersPt` to stuK` JoTputer sJPeUJe�
Today’s generation of children live in 
homes that have about as many smart-
phoUes� tHbSets� HUK 7*s Hs peopSe� HUK 
most children can use these devices on 
their own. There are also numerous toys 
thHt PTPtHte sTHrtphoUes for bHbPes� Hs 
^eSS Hs to`s thHt supposeKS` heSp `ouUN 
JhPSKreU to SeHrU proNrHTTPUN �froT the 
age of four). Programming education 
Ps Uo^ JoTpuSsor` Ht eSeTeUtHr` HUK 
junior high schools, so more and more 
peopSe Hre SeHrUPUN Hbout proNrHTTPUN� 
7erhHps for thPs reHsoU� the XuHUtPt` 
of educational materials, books, and 

JSHsses oU proNrHTTPUN for JhPSKreU 
hHs PUJreHseK� to the poPUt thHt Pt Ps KPf-
ficult to choose from the vast amount 
of available information. There are also 
fuSS�feHtureK proNrHTTPUN eU]ProUTeUts 
such as Google Colaboratory that can 
be used in a web browser, making it 
easier for beginners to get started.
In the days of my father-in-law’s gener-
HtPoU� JoTputers ^ere shHreK b` SHrNe 
JoTpHUPes� ;heU ^heU T` NeUerHtPoU 
^Hs Nro^PUN up� ^e hHK oUe KesRtop 
JoTputer per fHTPS �̀ 5o �̂ for T` JhPSK»s 
generation, everyone has their own 
JoTputPUN Ke]PJe� ;hus� NeUerHtPoU b` 
NeUerHtPoU� JoTputers hH]e beJoTe 
eHsPer to HJJess� ;he HNe Ht ^hPJh peo-
pSe SeHrU to proNrHT hHs NrHKuHSS` fHSSeU� 
HUK the hurKSes to proNrHTTPUN hH]e 
gotten lower. Since my own academic 
speJPHSt` Ps proNrHTTPUN SHUNuHNes� 
0 hH]e hHK the opportuUPt` to teHJh 
proNrHTTPUN Ht uUP]ersPt �̀ Hs ^eSS Hs to 
junior and senior high school students. 
0t Ps KPɉJuSt for `ouUN JhPSKreU to SeHrU 
te_t�bHseK proNrHTTPUN� ho^e]er� HUK 
0 feeS thHt 0 hH]e Uot `et Ke]eSopeK suf-
fPJPeUt e_pertPse to suJJessfuSS` teHJh 
proNrHTTPUN to theT� 0 HT therefore 
pSHUUPUN to SeHrU ho^ to Ko thPs froT 
sJrHtJh� b` tr`PUN proNrHTTPUN for JhPS-
dren with my child. So, will we have a 
thPrK NeUerHtPoU of proNrHTTers PU the 
fHTPS`& 0 SooR for^HrK to fiUKPUN out o]er 
the coming years.

My two-and-a-half-year-old is be-
coming assertive in various ways, 

becoming gradually smarter and ever 
more adorable. As my child gets bigger 
HUK Tore JHpHbSe� 0 HT reTPUKeK thHt 
the JhPSKreU of toKH` Hre Nro^PUN up 
in an environment that is very different 
froT the oUe 0 Nre^ up PU� 0 ^HUteK to 
e_pHUK oU thPs persoUHS obser]HtPoU to 
refSeJt oU ho^ the ^orSK of JoTputers 
HUK proNrHTTPUN hHs JhHUNeK o]er the 
pHst three NeUerHtPoUs�
4` fHther�PU�SH �̂ ^ho pHsseK H^H` SHst 
`eHr PU hPs �0s� ^Hs HSso H proNrHTTer� 
When he studied electronics at univer-
sPt �̀ he HppHreUtS` ^orReK ^Pth ]HJuuT 
tubes. By the time he started working 
for H JoTpHU`� ho^e]er� trHUsPstors 
had become the mainstream, so he 
had much to relearn. I assume that he 
SeHrUeK proNrHTTPUN Hs HU HKuSt� :PUJe 
JoTputers ^ere so e_peUsP]e Ht the 
time, he did not have exclusive access 
to oUe� :oTe of the JoTputer JoKe 
puUJh JHrKs he useK Hre stPSS Ht T` PU�
laws’ house.
When I was a child in the 1990s, we 
HS^H`s hHK H ^orK proJessor Ht hoTe 
as far back as I can remember. At some 
poPUt KurPUN T` SHte eSeTeUtHr` sJhooS 
`eHrs� T` fHther bouNht H KesRtop 7*� 
which I was allowed to tinker with from 
time to time. Once, while in junior high 
school, I got the urge to write and run 
H JoTputer proNrHT� 0 bouNht H booR 




