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Let L ⊆ Σ∗ be given. For C ⊆ Σ∗ × Σ∗, we put

C〈L| = {x ∈ Σ∗ | uxv ∈ L for all (u, v) ∈ C }.

For K ⊆ Σ∗, we put

K |L〉 = { (u, v) ∈ Σ∗ × Σ∗ | uKv ⊆ L }.

When the language L is understood from context, these are simply written C/

and K.. A subset K of Σ∗ is closed if K = K./. Equivalently, K is closed
if and only if there exists a C ⊆ Σ∗ × Σ∗ such that K = C/. (The notion of
a closed set as well as the operations / and . are always relative to the given
language L.)

We allow a context-free grammar (CFG) to have multiple initial nonterminals.
If X is a nonterminal of a context-free grammar G over the terminal alphabet Σ,
we write L(G,X) for {x ∈ Σ∗ | X ⇒∗G x }, the set of terminal strings derivable
from X. If I is the set of initial nonterminals of a context-free grammar G,
then L(G) =

⋃
X∈I L(G,X).

Let G = (N,Σ, P,I ) be a CFG, and let the operators / and . be understood
relative to L(G). We say that G has the weak finite context property (FCP)
if for each nonterminal X of G, there is a finite CX ⊆ Σ∗ × Σ∗ such that
L(G,X)./ = C/

X . If L(G,X) = C/
X for each nonterminal X, then G has the

strong FCP. We say that G has the weak finite kernel property (FKP) if for each
nonterminal X of G, there is a finite set KX ⊆ Σ∗ such that L(G,X)./ = K./

X .
If L(G,X) = K./

X for each nonterminal X, then G has the strong FKP. Clearly,
a CFG G has the strong FCP (FKP) if and only if G has the weak FCP (FKP)
and moreover L(G,X) is a closed set for each nonterminal X of G.

What Clark (2010) called the finite context property was what we here
call the strong finite context property. The weaker definition was adopted by
Yoshinaka (2011) and Leiß (2014). According to Yoshinaka (2015), it has been
an open question whether or not every language that has a CFG satisfying the
weak FCP has a CFG satisfying the strong FCP. The present note settles this
question in the negative, and establishes a similar separation between the two
variants of the FKP.
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We write xR for the reversal of a string x, and |x|a for the number of
occurrences of a symbol a in x. Let

Σ = {a, b, c, d, e,#, $},
L∗ = L1 ∪ L2 ∪ L3,

L1 = {w1#w2# . . .#wn$wR
n . . . wR

2 w
R
1 | n ≥ 1, w1, . . . , wn ∈ {a, b}∗ },

L2 = {wycidiejz | w, z ∈ {a, b}∗, y ∈ (#{a, b}∗)∗, i, j ≥ 0, |w|a ≥ |w|b },
L3 = {wycidjejz | w, z ∈ {a, b}∗, y ∈ (#{a, b}∗)∗, i, j ≥ 0, |w|a ≤ |w|b }.

Lemma 1. Every CFG G for L∗ has a nonterminal X such that L(G,X) is
not a closed set.

Proof. Let G be a CFG for L∗. By applying Ogden’s (1968) lemma1 to a
derivation tree of a sufficiently long string in L1 of the form

apbp#ap$apbpap,

we obtain

S1 ⇒+ am1Aal1 ,

A⇒+ an1Aan1 ,

A⇒+ am2bm3Bbl3al2 ,

B ⇒+ bn2Bbn2 ,

B ⇒+ bm4#am5Dal5bl4 ,

D ⇒+ am6$al6 ,

for some n1, n2,m1,m2,m3,m4,m5,m6, l1, l2, l3, l4, l5, l6 ≥ 1 such that m1+n1+
m2 = m3 +n2 +m4 = m5 +m6 = l1 +n1 + l2 = l3 +n2 + l4 = l5 + l6 = p, where
S1 is an initial nonterminal. We show that L(G,D) is not a closed set.

Let (u, v) ∈ L(G,D).. Then uam6$al6v ∈ L∗. Since y$z ∈ L∗ implies
ycidieiz ∈ L∗ for every y, z ∈ Σ∗ and i ≥ 0, we have uam6cidieial6v ∈ L∗ for
every i ≥ 0. This shows

{ am6cidieial6 | i ≥ 0 } ⊆ L(G,D).. (1)

On the other hand, since

S1 ⇒∗ am1(an1)iam2bm3(bn2)jbm4#am5Dal5bl4(bn2)jbl3al2(an1)ial1

for all i, j ≥ 0, there are w,w′, z, z′ ∈ {a, b}∗ such that

S1 ⇒∗ w#am5Dz

S1 ⇒∗ w′#am5Dz′
(2)

1It is clear from Ogden’s proof that the lemma is really about one particular derivation tree
of a context-free grammar. If p is the constant of Ogden’s lemma for G, we obtain the required
decomposition of the derivation tree by first marking the initial ap, then the bp preceding #,
and then the ap immediately following #.

2



|w|a > |w|b,
|w′|a < |w′|b.

Now suppose am6cidjekal6 ∈ L(G,D)./. Since (2) implies

(w#am5 , z) ∈ L(G,D).

(w′#am5 , z′) ∈ L(G,D).,

we must have

w#am5am6cidjekal6z ∈ L2,

w′#am5am6cidjekal6z ∈ L3.

It follows that

am6cidjekal6 ∈ L(G,D)./ only if i = j = k. (3)

By (1) and (3),

L(G,D)./ ∩ am6c∗d∗e∗al6 = { am6cidieial6 | i ≥ 0 },

which implies that L(G,D)./ is not context-free. Therefore, L(G,D) 6= L(G,D)./

and L(G,D) is not a closed set.

The above lemma implies that L∗ has no CFG that has either the strong
FCP or the strong FKP.

Lemma 2. There is a CFG for L∗ that has both the weak FCP and the weak
FKP.

Proof. Let G be the following CFG, where S1, S2, S3 are the initial nonterminals.

S1 → $ | aS1a | bS1b | #S1

Q→ ε | aQbQ | bQaQ

F → Q# | Fa | Fb | F#

H → ε | cHd

E → ε | Ee

C → ε | cC
J → ε | dJe
S2 → HE | FS2 | QS2 | aS2 | S2a | S2b

S3 → CJ | FS3 | QS3 | bS3 | S3a | S3b

We have

L(G,S1) = L1,

L(G,S1). = { (w1#w2# . . .#wn, w
R
n . . . wR

2 w
R
1 ) | n ≥ 1, w1, . . . , wn ∈ {a, b}∗},
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L(G,S1)./ = L1 ∪ { ycidieiz | y ∈ {a, b,#}∗, z ∈ {a, b}∗, i ≥ 0 }
= {(a#, a), (b#, b)}/

= {$}./,
L(G,Q) = {w ∈ {a, b}∗ | |w|a = |w|b }

= {(ε,#cd), (a, b#de)}/

= {ab}./,
L(G,F ) = {w#y | w ∈ {a, b}∗, |w|a = |w|b, y ∈ {a, b,#}∗ }

= {(ε, cd), (ε, ade) }/

= {#}./,
L(G,H) = { cidi | i ≥ 0 }

= {(a#c, d)}/

= {ε, cd}./,
L(G,E) = e∗

= {(a#cd, e)}/

= {ε, e}./,
L(G,C) = c∗

= {(b#c, de)}/

= {ε, c}./,
L(G, J) = { diei | i ≥ 0 }

= {(b#d, e)}/

= {ε, de}./,
L(G,S2) = L2

= {(ε, ε), (a#, b)}/

= {cda}./,
L(G,S3) = L3

= {(ε, ε), (b#, a)}/

= {#de}./.

(Recall that K = C/ implies K = K./.) This shows that G has both the weak
FCP and the weak FKP.2

Theorem 3. There is a language that is generated by a CFG that has both the
weak FCP and the weak FKP but is not generated by any CFG that has either
the strong FCP or the strong FKP.

A CFG G is said to have the weak k-FCP if for each nonterminal X, there
is a CX ⊆ Σ∗ × Σ∗ such that |CX | ≤ k and L(G,X)./ = C/

X . Similarly, G is

2Sometimes the definition of the weak FCP requires that L(G,X)./ = C/
X for some finite

subset CX of { (u, v) | S ⇒∗ uXv for some initial nonterminal S } (Kanazawa and Yoshinaka,
to appear). This property is satisfied by the present grammar.
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said to have the weak k-FKP if for each nonterminal X, there is a KX ⊆ Σ∗
such that |KX | ≤ k and L(G,X)./ = K./

X . (The strong k-FCP (k-FKP) may be
defined similarly.) The CFG in the proof of Lemma 2 has both the weak 2-FCP
and the weak 2-FKP.

The language L∗ used in this note has the following two notable properties:

(i) L∗ is inherently ambiguous. In particular, using Ogden’s lemma in a
familiar way, one can show that every CFG for L∗ assigns more than one
derivation tree to some string in L2 ∩ L3.

(ii) L∗ has no CFG that has the weak 1-FCP. This follows from the proof
of Lemma 1 since if L is context-free and |C| ≤ 1, then C〈L| is also
context-free.

It would be interesting to see whether one or both of these properties of L∗ are
essential for Lemma 1 to hold. In particular, if a context-free language L has a
CFG that has the weak 1-FCP, does it follow that L has a CFG that has the
strong 1-FCP?
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