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ABSTRACT
We propose and clarify the manner in which a distributed information retrieval (IR) is con-
ducted using a Peer-to-Peer (P2P) technology that has approximately the same accuracy as
a current index-integrated search engine with the statistical information calculated from the
contents. We need to solve the following three problems to develop distributed IR services
that use statistic information. The first one is the manner of the calculation of the statistic
information from all the contents and then generating the manner of the indices using the
collaboration among distributed peers (nodes). The second problem is the efficiency of the
index distribution on the logical space collaborated by the peers which is named the Multiple-
Ring. The last problem is having efficient IR strategies that are highly accurate. We discuss
the relationship between the propagation time for generating the statistics information and
the system scalability by using simulations and emulations to evaluate the results. Our pro-
posed system is suitable for flexible IR services that use the content environment of small to
mid-scale networks such as those in an office.
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1 Introduction
Current information retrieval (IR) services that cen-

tralize the indices in the servers such as Google, col-
lect the content information on the web servers by us-
ing crawlers. The generated indices, including content
pointers, are managed in the centralized servers, and
they provide the IR service. However, many kinds of
services in ubiquitous network environments are pro-
vided by the peers (nodes), such as sensors and elec-
tronic home appliances. In addition, these retrieved ob-
jects have been changed according to the appearance
and disappearance of service peers.

When using and providing the services and contents
distributed over the Internet, these peers need to con-
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struct their own logical data planes that are appropri-
ately called overlay networks by using collaboration
[1]. All of the services and contents provided by the
collaborated peers are used on it, as shown in Fig. 1 [2]
[3]. Therefore, the IR services focused on ubiquitous
environments assume that the provided services and
contents on the same logical plane are the retrieved ob-
jects. However, the indices of the centralized IR man-
ner based on the crawler could not correspond to the
continuous change caused by peer migration, so highly
accurate retrieval would be highly unlikely. These over-
lay networks are independently constructed by the de-
mand for a group and service attribute. Therefore, it is
difficult for an IR service in the overlay network ser-
vices to allocate a fixed peer-like server. It requires a
flexible service applied to the service and content scal-
ability, such as the ability to change an index peer man-
ager on demand. We propose a distributed IR manner,
and discuss the management collaboration with the peer
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Fig. 1 Services on Overlay network environment.

participants, which could be one of the IR services used
in ubiquitous environments.

The peers used to construct a P2P overlay network
are classified with an address from the logical peer ID
that is uniquely 128 bits. A join and leave of each
peer occurs to the overlay network because of an on/off
power operation by the user. Each peer is not an IP
address that does not depend on the physical location,
like the Internet. It has the basic function to routinely
advertise its own peer ID. Therefore, providing a mo-
bile function is a feature used as a basic function in a
logical network. To create a model of a host in which
a peer dynamically moves and on/off operations fre-
quently occur, is efficient enough for use as a peer in a
P2P network. The distributed retrieval discussed in this
paper provides a service that can search for a targeted
object from any of the peers. The indexes about the ob-
jects distributed in the peers are created and managed
by collaboration between peers. Redistributed services
are provided with the retrieval demand from any peer.

Some distributed IR services have recently been pro-
posed, such as pVSM in pSearch [4] and a keyword
set search [5], that are based on a logical infrastructure
called the structured routings, such as Chord [6] and
CAN [7]. These services are applied to the distributed
hash table (DHT) for use as the key technology for in-
dices management. However hashed meta-data, which
are generated from the keywords of service information
and the location pointer, do not contain the service de-
tails and are managed as the key indices for retrieval.
Each user uses this service every time. It has to corre-
spond to a hashed query sent by a user, and also has to
retrieve the key indices. An unstructured routing ser-
vice based on query flooding, such as Gnutella [8], is
also capable of providing retrieval services. When get-
ting the appropriate result from the above-mentioned
services, the services do not take the statistical infor-
mation for generating the key indices and queries into
account. Therefore, these services require only the ba-
sic functions for the retrieval service using the similar-

Fig. 2 Comparison between IR manners.

ity and partial content. The retrieval load with unstruc-
tured models proposed by Gnutella and Freenet [9] is
bigger than that of a load with a constructed model in
a retrieval service because all the peers send and re-
ceive traffic. Such unstructured models also are applied
to retrieval services using partial matches with meta-
information. Therefore, the retrieval quality is equal al-
though the scalability of an unstructured model is lower
than one of a constructed model.

Consequently, an accurate IR service is impossible
in the ubiquitous environment. Fig. 2 shows the clas-
sification of the characteristics of our IR manner from
the viewpoint of the scalability and retrieval accuracy.
The distributed IR manners above have scalability, but
the retrieval accuracy is not high. Therefore, we had
to consider and clarify the distributed manner that in-
cludes a high scalability and retrieval accuracy.

We propose a distributed IR manner that uses the sta-
tistical information by the P2P (Peer-to-Peer) overlay
network technology to decrease the retrieval accuracy
in the distributed manner. However, all the indices that
generated the statistical information have correlation
between the semantic similarity and sequence. There-
fore, we clarify the distribution of the indices while
simultaneously maintaining its sequence. The accu-
racy of our distributed IR service is the same as that
of a current centralized IR. However, communicating
the periodical propagation among the peers that man-
age the indices is necessary for treating the statisti-
cal information. More importantly, the indices distri-
bution manner generated with the content information
has never been discussed for an unstable overlay net-
work. We have already proposed and discussed several
distributed functions and manners that could provide
best-effort services in the references [1] [10]. There-
fore, these achievements are taken to the following pro-
posal manners. First, the handling manner is considered
for indices in an unstable P2P user-participant network.
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Fig. 3 Interaction sequence for indices generation.

Therefore, we discuss how to sequentially allocate dis-
tributed indices and also how to efficiently retrieve in-
dices, which is called conical-searching. The relation-
ship between the propagation time and peer manager
scalability are described using simulations and an em-
ulation in our evaluation. In addition, we conclude that
our proposed manner contains the key factor for an IR
service in a ubiquitous environment.

2 Distributed index generation
In this section the selection manner of peer man-

agers is clarified using an estimation of the metrics
and derivation of the statistical information. First, the
model is defined for a retrieved object, which is called
a simple overlay network. The managers of the indices
are selected. The selection of the managers is utilized
because it avoids the allocation of indices to unstable
peers. As a result, the processing and network speed
should be higher.

2.1 Peer selection
Peer managers are selected on a P2P overlay net-

work. The following steps describe the protocol details
where the step number corresponds to it in Fig. 3.
(1) A peer (Bootstrap) notifies the construction of a dis-

tributed IR service to all the neighboring peers on
the same overlay network.

(2) Each peer who receives the notification responds by
sending the number of retrieved objects by and the
estimated result of some metric, such as the round
trip time (RTT) to Bootstrap.

(3) Bootstrap calculates the received information, and
selects the managers based on the metric estima-
tion using an Adaptive Coordinator Election (ACE)
platform [10].

(4) Each neighboring peer receives the results with the
selected managers based on a list, and begins to
compose the network based on the listed managers.
The statistical information is calculated from the
managed contents and is propagated.

(5) Each manager generates the indices of the contents,
and distributes it to the network in a protocol se-
quence.

The specifications corresponding to the number are
mentioned as follows.
(1) The initial process of the service is that Boot-

strap sends construction requests to the neighboring
peers in the overlay network. The requests ask the
peers to perform and return metric reports.

(2) Each peer who receives a notification from Boot-
strap answers with the results from a metric estima-
tion and the number of retrieved objects. Bootstrap
determines the dimension of the manager network
based on these responses. In the latest version of



66 Progress in Informatics, No. 6, pp.63–77, (2009)

implementation, there are at least 10, 000 indices
managed by each peer.

(3) Bootstrap decides on a manager based on the result-
ing metric estimations using the ACE platform. The
metric evaluations of each peer are ordered based
on a defined policy with a weighted unstable peer
on an overlay network in the platform. The list
based on the order is decided. In the latest imple-
mentation, the metrics for estimation adopt five in-
dependent metrics, such as the RTT, the process-
ing capability, the throughput and connecting time
to the network, and the time from service startup.
Each peer executes a netperf [11], which is a bench-
mark software, to estimate the network environment
and also executes a JavaBench [12] for the process-
ing ability.

(4) Bootstrap decides on a manager based on the eval-
uation order. It notifies each peer with the response
in (2) to the peer that sent itin the list order of the
selected results. The selected managers configure
their IDs based on the notified list. Bootstrap relin-
quishes itself after the configuration is set up. The
peers that were not selected, but hold services and
contents, select a manager from the list for regis-
tering their service and contents to the network. A
manager ID is given according to the estimated re-
sults in sequence. The current implementation has
a 16-bit integer value. Each manager derives statis-
tical information by using a morphological analysis
and term frequency based on the registered services
and contents. The managers propagate these sta-
tistical information in a chronological order of the
manager IDs, and derives them from all the services
and contents in the manager network.

(5) Propagating the above-mentioned information, the
TF-IDF method [13], and latent semantic indexing
(LSI) [14], which degenerates the analyzed contents
to a hundred dimension vector, are used for each
manager. Then, the index is generated from the re-
sults.

The relationship between the number of managers
and the propagating time on the manager network is
discussed in Sec. 6. During the initialization of the
management peer network and the generation of the in-
dices, the IR service is required to propagate it at least
twice. Then, a periodical propagation over the manager
network is required for adding new contents, and con-
firming the existence of a manager. Another technique
to reduce the cost and processing time is considered
that uses a vocabulary corpus for the static contents.
However, the corpus has a high possibility of being bias
or separating the specification field from the managed
contents, and this decreases the retrieval service accu-
racy. Since the accuracy is more important than the cost

and time, a periodical propagation of the information is
used in the manager network.

2.2 Join and leaving
When indices are changed due to the migration

of peers, the number of peer managers is adaptively
changed, depending on the number of indices per peer.
Then, the peer that has the smallest network ID is cho-
sen as Bootstrap, and updates the manager list. When a
new peer would like to join this service, this peer noti-
fies Bootstrap to execute a manager selection. As men-
tioned above, Bootstrap updates the peer list accord-
ing to estimation results. The new peer managers that
receive a notification begin to share their management
of the indices and periodically propagate their informa-
tion.

On the other hand, when a peer would like to leave
the network, it notifies the proximate peer managers,
and terminates its connection. Despite the fact that
it is difficult to predict that a manager might leave,
this fact also causes a separation of the managers. At
this moment, the retrieval service reconstructs the net-
work. However, although the manager left, its data is
still stored in the service by peers called back-up peers.
The back-up peers are set at the beginning of the ser-
vice in order to avoid such faults. The synchronizations
of the indices and related information are periodically
executed among each manager and the back-up peers
on demand, in order to perform their functions as one
group. Therefore, if a separation of the managers sud-
denly occurs, the service simply promotes one of back-
up peers as the new peer manager. Having a back-up
peer avoids any sudden termination of the service, and
also saves time and memory from the migration of the
indices. Since our proposal deals with multiple back-up
peers from the beginning, it is readily able to detect any
separation by a periodical propagation, and promotes
the back-up peer to peer manager. Currently, the back-
up peers are selected based on the node list accumulated
by Bootstrap for the peer managers.

2.3 Management peer network scalability
The scalability of selecting a manager is discussed in

the evaluation of our previous work [10], which clari-
fies that the number of Bootstraps increases as the wait-
ing time increases for the metric estimation. However,
an increase in the estimation time for the peer man-
agers may cause the peers in the estimation to misun-
derstand the status of the manager selection, such as
being in a deadlock state or that a system fault has oc-
curred. Therefore, in the latest implementation a selec-
tion timeout is defined as 60 sec, and best-effort peer
managers are selected by the estimation of the metrics
in this term.
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2.4 Indices generation
First of all, the peer managers extract catchwords

from a target object using a morphological analysis
when generating indices. The number of catchwords
differs by the size of the object and field, and then it is
necessary to delete the unnecessary and unused terms.
This process does not only accomplish the required
tasks, but also enhances the generation of the indices,
such as a compression of the data field, and it also im-
proves the calculation speed. The TF-IDF method [13]
is used for the weighting of a derived catchword in our
proposal. Each weighted value expresses the product
of two independent functions. First, is the term fre-
quency (TF), which is the rate of appearance per catch-
words in an object [15], and it shows exhaustive charac-
teristics. The other is the inverse document frequency
(IDF), which means the inverse of the appearance rate
of objects including the specific catchword [16], and it
shows the specification characteristics derived from all
the objects. Therefore, the products of TF and IDF give
the appearance probability of each catchword.

The statistical information of the contents and ser-
vices represents the times that each catchword appears
in all the objects. The TF value t f (t)d in Eq. (1) is de-
rived by the weighted value of catchword t in object
d, and it uses a summation of the times for the deriva-
tion. The weighted value id f (t) in Eq. (2) is calculated
with the inverse of the appearance times d f (t) includ-
ing catchword t in N objects, which means the num-
ber of all the target objects for retrieval. Therefore, the
t f · id f (t) value in Eq. (3) is a product of the above-
mentioned values based on the appearance probability
of term t for all the catchwords.

t f (t)d =
t f (t, d)∑

s∈d
t f (s, d)

(1)

id f (t) = log
N

d f (t)
+ 1 (2)

t f · id f (t) = t f (t)d · id f (t) (3)

Even the catchwords are automatically derived from the
target objects, but their semantic relationships (e.g. an
automobile car) are not taken into consideration. It
is necessary to project each word using the semantic
dictionary, which generalizes the relations of similar
words, and to decrease the dimensions of the vector
that shows the characteristics of an object. LSI [14] is
applied in order to reduce the number of words includ-
ing each object and to form the fixed vector size. As
a result, the indices are composed of these vectors and
the location pointers. The size of the vector dimensions
that express their characteristics of an object must be
from 100 to 300 dimensions [17]. In the following sec-

tions, the number of vector dimensions is fixed to 100
dimensions.

2.5 Characteristics of indices distribution
The probability to approximate each index vector di-

mension is high in a similar object in TF-IDF. There-
fore, the sufficient retrieval accuracy is supported. The
indices must be located to maintain the order of the vec-
tors.

3 Indices allocation
In this section, we discuss the allocation manner of

the indices generated in previous section, and also clar-
ify the management manner.

3.1 Logical model
Several types of topologies can be considered for

allocating indices composed by distributed peer man-
agers, such as the star topology, ring topology, and frac-
tal topology. A ring topology is used in this paper to
avoid any heavy load centralization of a single peer, to
have a manageable recovery from sudden changes in
peers, and to easily cooperate in a logical space. Then,
each index vector dimension is independently managed
to avoid losing the relationship between the weighting
values of the index. As a result, each user is able to
start the IR service by dynamically indicating the most
characteristic dimension of the index.

The logical space is formed based on vector space
of the index generated by the cooperation between the
managers, as shown in Fig. 4. An independent ring is
constructed to each dimension of the index vectors in
the logical space. The index is distributed and managed
in the space based on the order of the vector values.

The evaluation order mentioned in subsection 2.1
is utilized as the ID for the construction of a logical

Fig. 4 Multiple Rings for index vector.
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Fig. 5 Index distribution on given dimension.

model, and the ring model is constructed based on the
values. Each manager notifies the ones with the neigh-
boring IDs, and decides on a location in the logical
space. The space of the index vectors is coordinated
and managed. Each ring keeps the order of each di-
mension of the index vectors, and each index is divided
into a hundred in each dimension. The location pointer
information to the object and a pointer to the dimension
of an index vector are held in the divided index. The list
structure is used for a weighted value in a neighboring
dimension, and it is able to retrieve the entire dimen-
sion.

3.2 Indices distribution
This research is applied to the test document NPL

[18], which aggregates ones in an electronic system as
objects for retrieval to generate indices. Fig. 5 shows
the index distributions in some dimensions. The x-axis
is the weighted value of an index, while the y-axis is the
number of indices.

The weighted value of a word in Eq. (3) is calculated
and composed of two functions. The weighted value
of the object derived from Eq. (1) is the same in a spe-
cific vector dimension. The index distribution is de-
cided by the appearance rate derived from Eq. (2) by
a specific object. This is possible by using the central
limit theorem [19], and a deviation of the distributed in-
dices would be possible in a normal distribution. The
distribution is assumed to be a normal distribution. It
is expected that the concentration of the management
load will be in a specific manager in a logical space.
Therefore, it is important to discuss the avoidance of
this centralization and to manage indices in sequence.

3.3 Linear conversion of indices and its distribution
The indices distribution manner is retained in its

sequence based on the statistical characteristics, and
avoids centralization.

Fig. 6 Distribution of index with different k.

3.3.1 Conversion of indices value
Let the index value in a specific dimension be xi for

all 1 ≤ i ≤ n and then let the average of xi be x̂, while
the standard deviation is σ.

x̂ =
1
n

n∑

i=1

xi (4)

σ2 =
1
n

n∑

i=1

(xi − x̂)2

=
1
n

n∑

i=1

xi
2 − x̂2 (∵ (4)) (5)

For the value of x̂, σ is statistically calculated based
on the indices. The linear conversion of the weighted
value of all the indices makes the statistical value lin-
early change. Modifying σ ensures the linear conver-
sion of all the indices while maintaining the sequence.
The constant value k decided when σ changes, is called
a conversion constant. The distribution of the indices
would range depending on k. The measurement l rep-
resents the length of a logical space and x̂i is the con-
verted value of an index in a logical space. This helps
clarify the change in distribution corresponding to the
average of the index values and to the midpoint of the
logical space.

Fig. 6 shows the range of index distribution by a
range of k.

3.3.2 Characteristics of normal distribution and exam-
ine

In normal distribution, measured data states that
95.45% of all data are in the range between −2σ and
+σ. Due to this characteristic the following equation is
derived.

l = 4σk (6)

InSec. 3.2, the distribution of the derived indices cor-
responds to the normal distribution based on the central
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limit theorem. However, this theorem is only applica-
ble for approximations and for examining the normal
distribution use in [19]. Fig. 7 shows the normal distri-
bution expected and the actual number of indices in a
logical space. The distribution of the curve is not iden-
tical to the expected measurement, and cannot be ap-
proximated to the normal distribution expressed by a
significant value, α(0 < α < 100). Therefore, the con-
version constant k in Eq. (6) cannot be automatically
determined from the normal distribution.

When approximating the derived indices using a nor-
mal distribution, we first assume a provisional con-
version of constant k to allocate the indices. After-
wards, the peer managers modify the converted con-
stant k based on the distribution indices.

Fig. 7 Normal distribution and converted indices value.

Fig. 8 Relationship of selected peers.

3.3.3 Allocation to the logical space
We set the threshold value to 20,000 indices for each

peer manager, and modify the value of k such that the
number of indices will not exceed the threshold on each
peer. Although the average index value corresponds to
the midpoint in the logical space, our proposed method
can cyclically allocate all the indices. The size of a
logical space is equal to the length of a 10-bit long ring.

4 Conical search
After discussing the allocation of indices in a logical

space in the previous sections, this section discusses an
efficient retrieval method using a conical search.

4.1 Outline of conical searching
The proposed retrieval manner is called a Conical

Search, which is illustrated in Fig. 8. This shows that
a manager derives an l dimension (0 < l � 100) of vec-
tors that shows the characteristics of an object based
on the query inputted by a user. The retrieval starts
from the value of the query on the nth ring with range d.
[The retrieved objects in that range are considered can-
didates, and will be similarly calculated using a vector
with an l dimension/Slightly unclear. Is this what you
mean?]. The combined results are informed by a man-
ager to the peer who sent the query.

4.2 Query
The user inputs an optimal query, and executes the

above stated retrieval method. The peer (user) sends the
query to the selected manager from the received peer
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list. The selected manager who received the query de-
rives the query vector in order to compare the vectors
of objects, and start the retrieval.

4.3 Selection of rings
The number of dimensions is one less than the num-

ber of indices, so the managers who receive the query
have to select the ring with the most characteristics for
the retrieval. Since the object vector with the most char-
acteristics has a large weighted value based on the TF-
IDF method, the dimension of the query will also have
a large value. In order to select the object with the most
characteristics, the manager who receives the query has
to select the largest dimensional value, and start the re-
trieval corresponding to a ring.

4.4 Retrieval in the range
Although the value of the indices in each dimension

is kept allocated in a sequence, the manager, who re-
ceived a query, can begin the retrieval from a vector
value that has the most characteristics within the range
d. The objects allocated in the range do not correspond
to the query, but have the possibility of having a sim-
ilar one because the retrieved ring is the same as the
most characteristic dimension. So, the objects retrieved
in the range are assumed to be candidates for the re-
trieval result. The relationship between range d and
the retrieval accuracy is discussed through simulation
in Sec. 5. The retrieval for the i-th ring (converted to a
constant ki) is the same as the retrieval in the dki area
of the logical space composed of managers. Using a
finger table, proposed by Chord [6], is an efficient re-
trieval service because the quantity of indices is calcu-
lated as only O(log N), where N is the number of rings.
If the calculation of the quantity from its value in the
range takes O(n) time, then its amount for retrieval is
O(log n + n) = O(n).

4.5 Comparison of indices and query
Although the proposed manner starts from the most

characteristic value in the index, the candidate result for
retrieval on the first ring is considered the most impor-
tant since the values are similar. Therefore, our method
does not execute the retrieval of other rings (dimension)
except for the one with the most characteristics. It fol-
lows that the manager, who received the query, corrects
all the values of the candidates in the dimension, and
also compares the value’s similarity to the query.

The quantity of vector dimensions in order to realize
the efficiency and accuracy is discussed in Sec. 6. A de-
crease in the vector dimension lessens the loads of the
peer managers and reduces the network traffic. Equa-
tion (7) shows how to calculate the similarity of the in-
dices and queries. X and Y are the vector of the query

and index, respectively, while θ represents the similar-
ity.

cos θ =
X · Y
|X||Y| (7)

5 Simulation and emulation
This section evaluates our proposed manner through

simulation and emulation.

5.1 Simulation environment
The simulation was constructed with a multiple-ring

in a logical space with the defined specifications listed
in Table 1. The object for retrieval uses the NPL [18]
by Cornell, while SVDPACK [20] are used for the LSI.
The constructed logical space has a length of 10-bit and
collaboration of 512 managers.

5.1.1 Simulation scenario
In this simulation, 11, 429 indices based on the

source are retrieved using 100 queries derived from the
same statistical information. Although the indices are
fairly distributed in the 10-bit logical space, the man-
agers are divided into a 10-bit logical space.

Registering 11, 429 indices in a logical multiple ring
resulted in 1, 142, 900 allocations (100 dimensions).
Each index was separated by a dimension, and these
indices contained 100 bytes of management informa-
tion, which included an index ID, a pointer to an ap-
proximate manager, and a weighted value. The index
distribution changed by applying the above-mentioned
converted constant k in each dimension. All the ki val-
ues in the ring were in the range of 8 � ki � 14, where
i is the ring number.

We used following comparison with a related dis-
tributed retrieval system to evaluate our proposed sys-
tem

• An ordinary centralized retrieval service with the
environment listed in Table 1,

• A method that used a structured model.

• A retrieval service with an 11-points recall-
precision curve with an unstructured model by
Gnutella,

• A distribution system based on the precision-
reachable curve.

5.2 Simulation result
Fig. 9 shows the result of the simulation. The x axis

represents the number of dimension used for calcula-
tion in Eq. (7), while y axis represents the retrieval accu-
racy by the squeezing rate from the ring retrieval. The
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Table 1 Specifications and environment for simulation.

Environment Specifications

Machine Intel Celeron 2GHz

RAM 384MByte

Corpus npl, 11,429 contents, 100 Queries

Indexing SMART & SVDPACK

Logical space 10 bit space

Dimension 100 rings

Chord Overlay Weaver [21]

Gnutella Neuro Grid [22]

Fig. 9 Search Accuracy and Vector Dimensions.

parameter d means the retrieval range in logical space
before conversion. If the range d is set to 100%, then
all objects on the rings will be retrieved. However, if
the range d is 40%, then there is a possibility to retrieve
all over the ring with higher accuracy, because the ac-
tual retrieval range depends on the converted constant
k. It also shows in the graph that the squeezed num-
ber of indices decreases as the dimension increases,
and decreases by the inverse size of d. It is possible
to consider the definition of similarity in this simula-
tion caused by loose qualification such as 0.5 � θ � 1.
Hence, as the ranges d for retrieval area increase, the
similar objects also increase. Finally, Fig. 10 shows the
efficiency of the squeezing method for the most charac-
teristic ring.

In the case of comparing the query and indices using
of vector information from 2 to 10 dimensions, the in-
crease of vector dimension makes the retrieval accuracy
decrease exponentially. However in the case of vector
information with more than 10 dimensions, its increase
does not affect the accuracy. The squeezing curve is
asymptotic to the x-axis until the dimension is equal to
100%. The exponential decrease of retrieval accuracy
mentions the decrease of the noise caused by increase
of the object information. So comparing the similarity
is necessary to get the characteristic vector information
of more than 10 dimensions which have no the relation

Fig. 10 Index distribution to Logical space.

to the value of range d. On the other hand, if the query
has more vector information than the size of 10 dimen-
sions, the retrieval accuracy will not greatly differ from
having only 10 dimensions. Therefore, it is necessary
to have an efficient and accurate distributed retrieval
system and also the retrieval query should be capable
of at least 10 dimensions of vector information. When
the range d for retrieval equals to 100%, the accuracy
of conical search corresponds to the current centralized
retrieval system.

The retrieval of a ring from an index value in range
d does not necessarily satisfy the accuracy of similar
evaluations. Although the candidate results include the
objects in the query and similar objects with high sim-
ilarity, it is necessary for a similar evaluation to be
calculated based on Eq. (7) using different dimensions.
However, the indices, which are allocated outside of the
range i, but on the same ring, will also have the same
effect due to the relevance among the indices. The tar-
geted objects for retrieval are not only the documents
that have a lot of text and letters, but also even the net-
work services and sensors that contain a small amount
of text. So, these services cannot take complete advan-
tage of the statistical information. Therefore, we need
to take into consideration the similarity of the indices.
As a result, the retrieval of a ring for similar objects
corresponds to the increment of the candidate index, so
the range d must be increased as much as possible.

Fig. 10 shows the range of indices distribution on the
logical space by conversion constant k. The distribution
curve, k = 1, means index distribution without linear
conversion (the raw data of indices), k = 7, means that
it was linearly converted by a minimum, and k = 14,
means the ideal and suitable conversion. The curve
k = 1 shows centralization of indices in only 20% of
logical space, while the curve k = 7 shows an incre-
ment of indices exponentially caused by bias of indices.
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Fig. 11 11-points recall-precision curves.

Fig. 12 Recall-reachable curves.

Lastly, the case for the most suitable curve, k = 14, is
analogically determined based on the normal distribu-
tion and the propagation of management information
among peer managers. This shows that distribution of
indices is equilibrated by the linear increment of in-
dices.

Fig. 11 shows the relationships between the 11-
points recall-precision curves in each distributed re-
trieval environment. The retrieval quantity of the pro-
posed method including the statistical information of
the target object is the same as that with an ordinary
centralized retrieval service. However, our quantity
is not that much better than the ones by the distribu-
tion methods using the keyword-type structured model
based on word feature with an unstructured model. The
efficiency of the packet propagation is lower in the un-
structured model by Gnutella than the one in the struc-
tured model by Chord.

Fig. 12 shows the relationship between the recall ra-
tios of the index and that reachable ratio to distributed
managers. A higher recall ration is obtained with the
proposed structured models and the Chord method than
that with the unstructured model by Gnutella when
there is a low reachable ratio of managers. It can reach
a manager that holds the target index, and the number of
the hops is low according to the retrieval query in dis-

Table 2 Specifications and environment of emulation.

Peer Specifications

Odd
CPU Intel Celeron 2.4 GHz

RAM 1GByte

Even
CPU Intel Pentium 4 2.8 GHz

RAM 1GByte

Fig. 13 Relationship between the number of selected
peers and management time.

tributed index in the structured model. The efficiency
of reaching a manager is better in the proposed model
than that by Chord, because it uses not only the feature
of the object, but also the statistical information.

5.3 Emulation
In the above-mentioned proposal, the periodical

propagation of generating and distributing indices re-
duces the scalability of the peer distribution. In this
regard, we have to discuss and clarify the scalability of
the system by using emulation in a real environment
while making some assumptions.

Table 2 shows the specifications of the emulation en-
vironment. Multiple rings composed of one hundred 10
bit rings are constructed using two PCs. In this emula-
tor, we evaluate and clarify the relationship between the
number of managers and the processing time for prop-
agation over the management peer network.

5.4 Emulation result
Fig. 13 shows that the management time linearly in-

creases with the amount of management caused by the
periodical propagation of management information.

In order to improve the propagation, we consid-
ered using a finger table [6] to reduce its processing
time. However, this propagation is executed sequen-
tially based on the manager ID’s, then cycles again be-
cause of the complex implementation. Although the or-
der of the propagation time would not change, the divi-
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Fig. 14 Response time and peers.

sion management of a ring using different tokens would
be improved for the propagation. The trend of the curve
is about 0.32, so the management information is capa-
ble of propagating three managers per second.

Fig. 14 shows the relationship between the number
of managers and the response time until the retrieval
results are received. r = 10, 20 is a dimension with no
retrieval query. Since there is an increase in the query,
the number of dimensions of the index query make the
increase a similarity, and the response is decreased un-
til the retrieval results are received. The response is de-
creased more than in a retrieve by DHT, because plural
rings are constructed in each index vector dimension in
our method. The retrieval result by Gnutella is indepen-
dently returned by each peer that receives the query, and
sequentially obtaining the result from a neighboring of
the query inputter is available.

Fig. 15 shows the relationship between the average
numbers of messages that each manager sends per unit
of time, and the number of managers. Chord mentions
that the retrieval system can be constructed by using
the constant number of messages through the number
of managers since the number of messages decreases
per unit manager. On the other hand, in our and the
Gnutella methods, the available number of messages
linearly increases according to the increase in the num-
ber of managers, because the average number of mes-
sages is not greatly changed although the number of
managers increases. A sending message is not gener-
ated for anything except for the tree structure it man-
ages in an unstructured model by Gnutella, and the
number of messages is smaller than that in the proposed
method although it is linearly increasing. However,
the synchronization of statistic information is periodi-
cally generated according to the logical model between
peers that constructs a ring model in our method, and

Fig. 15 Message sending ratio and the number of man-
agers.

the number of messages increases in direct proportion
to the number of managers. The appearance frequency
and the object name are in each index word as commu-
nications traffic of the statistical information. The size
of the information derived from npl utilized in emula-
tion is 32 M[Byte] and a message with a lot of data, are
sent by a manager, and the traffic cost is high.

6 Considerations
In this section, the evaluation of the proposal will be

discussed based on the simulation and emulation of the
previous sections.

6.1 From evaluation results
The proposed distributed retrieval manner is com-

posed of a manager network and collaboration between
peers. It can be used to conduct the registration and
disappearance of any object by any user (peer) in the
same overlay network. The indexing is executed by
the periodical propagation of the management informa-
tion. The data, generated from time to time by sensors
or other devices, can be used to retrieve target objects
as well as documents for use as statistical information.
Therefore, this proposed manner is superior for services
and objects modified in unpredictable situations, such
as occurring and expiring peers. It is also used for en-
suring the service stability of the time sequence of a
periodical propagation. The explanation of the peri-
odical propagation time among peer managers makes
the characteristics of real-time services decrease. From
the viewpoint of the retrieval accuracy, it happened as
expected because the standard indexing used statistical
information.

The results of the simulations showed that the re-
trieval accuracy was related to range d, and also to
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the number of dimensions (rings). As a trade-off for
both the scalability and increased management load of
the peer distribution, the propagation information was
used. From the simulations, it turned out that the re-
trieval accuracy is related to retrieval range d, and also
the number of vector dimensions of the indices that
were included. In real service situations, the parameters
discussed in this paper should be determined by its peer
scalability or policy. Therefore, these values should not
be set to constant values. Instead, they should be treated
as parameters.

The ring (dimension) for the retrieval was dynam-
ically determined by the demands of the input query.
Then, it took a long time to get the information from the
other dimensions of the query, because the rings had to
be processed one by one. However, when the query is
composed of only a few words for the retrieval, these
are thrown into the current retrieval system. [This situ-
ation might produce retrieval results that contain some
noise that was caused by a lack of characteristic infor-
mation. In order to solve this problem, according to the
simulations, the input query must get results with an
accuracy of at least 10 dimensions of the vector infor-
mation. As shown in Fig. 11, the same accuracy can be
supported as the retrieval service of a current central-
ized type system.

In comparison with ordinary structured models, the
specific index can arrive by using statistical informa-
tion. In addition, Fig. 14 shows the improvement of
the response time by the decrease of the communica-
tion traffic, and a calculation for similarity and work-
ing memory when the vector dimensions of the query
are decreased. Also, it shows the effect of restraining
the trend of the graph in Fig. 13. However, the periodi-
cal propagation of the management information in each
ring, always occurs without relation to the decrease in
the vector dimensions for maintaining the service. This
is the core factor for determining the peer distribution
scalability and service scalability of the proposal man-
ner.

6.2 Applicable situation
Fig. 13 shows that it is possible to manage and prop-

agate the information for three managers per second
on multiple logical rings. In addition, for the manage-
ment time, it also took time to get the vector informa-
tion, depending on the number of dimensions. In re-
cent years, cases of using group collaboration services
and file sharing services among distributed offices have
increased, such as Groove [2]. The proposed manner
is suitable for a flexible retrieval service that can be
used in an office with a scale of up to ten managers
in a network. The retrieval service can still be provided
in a network even with the frequent migration of peers.

Thus, our proposal is suitable when there are only a few
peer managers with the assurance that the same peers
are constantly present. While Google provides scal-
able centralized IR services through the collaboration
of servers that are composed of distributed file systems,
our proposal allocates peer managers on demand, and
uses peer managers to improve the flexibility and fault
tolerance of the services.

7 Related works
In recent years, some IR services that use key in-

dices based on DHT technologies without statistical
information have been proposed, such as [5] and [23].
These systems constructed IR services based on struc-
tured infrastructures, such as Chord [6] and CAN [7]
among others. Using hash functions has the advantage
of equally distributing the key indices. When the user
retrieves some words (queries), the mentioned system
corrects the result indices according to each query, and
selects a result with the common denominator. These
services require the additional cost of loading the re-
trieval information and a network of infrastructure. In
order to reduce costs, multiple key indices are allocated
according to the contents or services. The paper [24]
by M. Cai et al., proposes the Locality Preserving Hash
Function on the Chord, and it uses the key indices for
multiple attributes.

The paper [26] describes a method for providing IR
services using statistical information and all the man-
agers share all the catchword information including
statistics as a “PeerList”. However, this method does
not clarify the adaptation of the PeerList for the un-
expected changing of objects and updating of indices.
Therefore, it is difficult to provide a retrieval service
in a ubiquitous services environment. The paper [27]
has discussed and proposed a method for improving re-
trieval quality in keyword-based retrieval services reg-
istered by the key-set combined with some catchwords,
including the characteristics of a object. This method
increases the possibility that the key-set corresponds to
the query. However, this method is only intended for
use with only a few characteristic catchwords of each
object, and the quality of retrieval is not very high in
comparison to our proposed system.

The current centralized IR services of Google have
their own file system that distributes data in their in-
dices servers [25]. It distributes data with up to 10,000
order nodes, and provides a retrieval service that is
highly dependable and accurate. However, all of the
retrieved objects are limited to static contents such as
web contents. Therefore, this results in the periodical
synchronization and duplication of data. In a retrieval
service model, a retrieved target object is collected by
crawling, so the only static contents that exist in a server
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are the targets.
The object is not able to become the target with a

possibility of being distributed in a P2P overlay net-
work, and the scalability of the object is restrictive as a
retrieval service. A share method by advertising objects
whose user holds it in the network is proposed, and a
distributed service is able to be retrieved by a user like
in a ubiquities environment since a retrieval service is
constructed in this environment. Therefore, the scala-
bility of the object is high.

The pSearch [4] is the most related work to this pa-
per. Two types of decentralized retrieval manners are
proposed, and they are pVSM and pLSI. The pVSM
uses the key indices based on DHT technology, while
the pLSI uses semantic indices based on the statistical
contents, which is similar to our proposal. In the pLSI
manner, each index vector is converted into a Cartesian
coordinate and is allocated on the spherical model con-
structed by node collaborations. When the user uses
this service, the query is flooded with the value of the
converted vectors, and similar contents to the vector
value are also retrieved in the flood. The vectors of the
indices are divided into each dimension as sub-vectors
according to the characteristics. They are allocated in
the same dimension of CAN. What are these‘it’s in ref-
erence to corresponding to the dimension of the CAN.
The query is also divided into sub-vectors, and it is used
for retrieval according to the same dimension of CAN.
From the viewpoint of the distribution of indices, pLSI
adaptively adjusts the management range of each man-
ager according to the distribution indices, and achieves
a load balance within it. This manner has almost the
same characteristics and efforts as our proposal. How-
ever, peer managers in this research have fixed partial
logical space, and an adjusted conversion constant k for
a load balance by each dimension. Thus, when man-
agers use propagation in its network it reduces the cost
for the calculation.

8 Conclusion
We proposed a distributed Information Retrieval (IR)

manner by using the collaborations with statistical in-
formation, performed simulations, and evaluated it.
First of all, there are two types of manners for index-
ing. One is the derivation of the statistic information
from the registered contents, and the other is the gen-
eration of the indices based on such information. Sec-
ondly, we discussed the allocation manner of indices
to a logical space that is constructed by the peer man-
agers. The indices based on the statistical information
are allocated in sequences, in order to enable all users
to retrieve the contents in the similar manner. Finally,
this paper has clarified the distributed retrieval man-
ner called conical-searching for improving the logical

multiple rings accuracy. However, the statistical infor-
mation must be periodically propagated for the indices
management. In order to limit the cost of the periodi-
cal propagation of the statistical information made the
scalability of the manager network limitary. As men-
tioned, this is not suitable for large-scale IR distributed
systems such as the Internet. However, it is suitable for
medium-scale overlay networks, which is an improve-
ment from a small one based on systematical character-
istics such as the flexibility by a peer estimation, and
the accuracy. Therefore, we discussed the possibility of
using realization in a group collaboration space or in an
office. For future works, we must discuss the scalable
management manner of peers, which would reduce the
costs of propagation and query traffic.
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