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ABSTRACT
This paper proposes a delay-based link utilization estimation scheme that assumes each out-
put port in each node follows themultiple-queuemodel. The conventional alternative assumes
only a single-queue model, where link utilization is estimated by using the probability of that
the round-trip time of the packet exhibits the minimum delay. However, nodes in an actual
network have multiple queues in each output port. Due to the multiple-queue model, the
conventional scheme is unable to determine link utilization. This is because the probability
that a packet has minimum delay is not directly related to the link utilization. The proposed
scheme measures the probability of packet delay and the ratios of probe packets waiting in
the queues; it solves simultaneous equations that include the probability of packet delay and
queue utilization. Our simulation results show that it can estimate link utilization with error
under 0.1.
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1 Introduction
Link utilization is the ratio of traffic rate to link ca-

pacity. Link utilization, U, is expressed by U = T
C ,

where C is link capacity and T is traffic rate passing
through the link. Link utilization is used to judge if
a network is congested, or link capacity is not satis-
fying traffic demands. To keep the quality of service
while better utilizing network resources, network oper-
ators should control traffic, control routing, or enhance
link capacity. For these goals, network operators should
estimate the link utilization frequently and correctly.
Techniques that estimate network conditions by mea-

suring one or more states in the network lie in the field
of network tomography. There are two approaches:
passive measurement and active measurement.
Passive measurement does not need to use probe

packets and instead directly collects information from
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network nodes. The Simple Network Management Pro-
tocol (SNMP) [1] is one such protocol. This approach
is able to collect link utilization frequently, and it has
an advantage that the network states are not affected by
the measurement because probe packets are not used.
However, due to a limitation of administration author-
ity, the network operators cannot always access all the
nodes.
In active measurement, an observer injects probe

packets from an observer host into the network. Ac-
tive measurements schemes include the Train Of Packet
Pair (TOPP) scheme and the Self Loading Periodic
Stream (SLoPS) [2], [4]–[7]. In TOPP, there are two
hosts, the transfer and receiving hosts. The transfer host
sends probe packets to the receiving host. The receiv-
ing host analyzes the interval of packet arrivals. By an-
alyzing the results, the observer estimates the available
bandwidth on a path [2], [3], or the minimum link ca-
pacity on a path [4].
In SLoPS, an observer sends constant rate packet

streams from an observer host to the network [5]–[7].
If the transfer rate of the packet stream is higher than
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the available bandwidth on the path, the one-way delay
variation can be used to estimate the available band-
width. The advantage of active measurement is that
the observer is able to estimate the available bandwidth
without administration authority in the network. How-
ever, this scheme must send streams of probe packets
that have higher rate than the available bandwidth on
the path. This influences the communication quality of
users. For this reason, frequent probing is not suitable.
Studies to estimate link utilization based on round-

trip time (RTT) measurements have been presented
[8], [9], [14]. Link utilization is obtained from the prob-
ability of the minimum RTTs on a link, in which the
RTT variation is due to only queuing delay. This
scheme measures two RTTs from an observer host to
[[ both end nodes of the target link]] to measure the
probability of minimum RTTs. The advantage of this
scheme is that the measurements do not cause any link
overload situation, because the transfer rate of the probe
packets is much smaller than the available bandwidth.
However, this scheme assumes that nodes have single
queues in their output ports.
In a network that provides multiple service qualities,

nodes process packets according their packet priority,
which is associated with service quality. To this end,
nodes have multiple queues on each output port. When
each node receives a packet, it checks the packet’s pri-
ority and the packet is stored in a queue corresponding
to the priority. The priority flag in the packet header
is used to determine priority [10], [11]. For example,
Internet Protocol (IP) telephony requires lower latency
than other applications, so nodes preferentially transmit
packets of IP telephony.
Weighted Round-Robin (WRR) queuing is one of

the packet scheduling algorithms [12]. WRR trans-
mits each packet in a round-robin manner considering
weights; the opportunity that the weighted round-robin
pointer visits a queue is determined by the weight as-
signed to the queue. For example, consider a node that
has three queues for high, middle and low priorities.
If all queues are occupied by packets, the head-of-line
packet in each queue is transmitted with a probabil-
ity that is proportional to the ratio associated with the
queue’s weight.
The conventional RTT-based scheme assumes a sin-

gle queue per port [8], [9], and so is not suitable for
multiple-queue nodes. The conventional scheme judges
that a link is utilized when a packet is delayed at the
output port to the link. However, a head-of-line packet
in a queue has to wait for its transmission chance in
the multiple-queue node, because another queue may
be selected for transmission. The observer is not able
to judge the cause of packet delay in the multiple-queue
node. Therefore, a scheme that can estimate link uti-

lization in multiple-queue nodes is needed.
This paper proposes a delay-based link utilization

estimation scheme that assumes the multiple-queue
model for output ports. The proposed scheme measures
the probability of packet delay and the ratio of the probe
packets waiting in each queue, and solves simultaneous
equations that include the probability of packet delay
and queue utilization. Our simulation results show that
its estimation error of link utilization is within 0.1.
The remainder of this paper is organized as follows.

Section 2 describes two node models, which are a sin-
gle queue model and a multiple queue model. Section 3
introduces our proposed scheme. Section 4 presents
performance evaluations of the proposed scheme. Fi-
nally, section 5 concludes this study.

2 Node models
2.1 Single queue model
Fig. 1 shows the single queue model. When a packet

passes through a node it experiences packet delay. One-
way delay from a one node to the next-hop node con-
sists of variable delay and fixed delay. Delay Di for
packet i is expressed by,

Di = T f + Tq(i). (1)

T f includes the fixed delay for forwarding and switch-
ing, serialization/de-serialization, and propagation. T f
is a constant value, i.e. independent of i, as long as the
route of each packet is not changed. Tq(i) is caused by
queuing at the ingress node of the link, where packet i
has to wait before being transmitted to the output port.
The queuing delay is measured by sending probe

packets from the ingress node to the next hop node,
or the egress node through the link. When the queue
at the ingress node is empty, there is no queuing de-
lay, i.e. Tq(i) = 0. If no queuing delay is observed,
in other words Tq(i) = 0, the link is not utilized. On
the other hand, if the queue is not empty, the delay for
a packet passing through the link is varied by queuing.
The measured delay is larger than the minimum delay,
where Tq(i) > 0. In this case, the observe judges that
the link is utilized.
In the single queue model, link utilization, U, is ex-

pressed by Nmin and Nother. Let Nmin be the number of
probe packets whose delay is the minimum delay, and
Nother be the number of probe packets whose delay is

Fig. 1 Single-queue model.
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Fig. 2 Multiple-queue model.

larger than the minimum delay [8], [9].

U = 1 − Nmin

Nmin + Nother
(2)

2.2 Multiple queue model
Fig. 2 shows the multiple queue model. In a net-

work that provides multiple service qualities, nodes
have multiple queues in each output port. A packet
arriving at the node is stored in the queue that corre-
sponds to the packet’s priority. Packets are transferred
to the output port by a packet scheduling algorithm. For
example, Priority Queuing (PQ) and Weighted Round
Robin (WRR) Queuing scheduling algorithms are em-
ployed in the multiple queue model [12], [13].
In PQ, packets in a priority queue are transferred

only if all higher-priority queues are empty. The ben-
efit is that higher-priority packets are not influenced
by lower-priority packets. On the other hand, lower-
priority packets are influenced by higher-priority pack-
ets. Lower-priority packets are not transferred as long
as even one higher-priority packet exists in a queue.
This increases the delay of lower-priority packets.
In WRR, packets are transmitted in weighted round-

robin manner according to a weight associated with
each queue. For example, consider a node that has two
queues in an output port; the weight of the high-priority
queue is two and the weight of the low priority queue
is one. When the two queues are full, the transfer ra-
tio between the high-priority and low-priority queues is
2 : 1. The advantage of WRR is that the low-priority
packets experience less delay than with PQ.
In the WRR queuing process, a weighted round-

robin pointer visits queues in turn. The opportunity
that the weighted round-robin pointer visits each queue
is proportional to a weight associated with each queue.
The total amount of traffic transmitted through an out-
put port, Ttotal, is the sum of transmitted traffic rate Ti
from queue i (1 ≤ i ≤ n), where n is the number of
queues. Ttotal is expressed by,

Ttotal =

n∑
i=1

Ti. (3)

Link utilization U is expressed by

U =
Ttotal

C
=

n∑
i=1

Ti

C
=

T1

C
+

T2

C
+ · · · + Tn

C
, (4)

where C is link capacity. In Eq. (4), Ti
C is replaced by

Ui, which is defined as the queue utilization of queue i.
Eq. (4) is expressed by,

U =
n∑

i=1

Ui. (5)

An observer can measure the packet delay at queue
i. The observer sends probe packets with the target pri-
ority, which are then stored at the corresponding queue.
Let Nmin

i be the number of packets with minimum de-
lay in queue i, and Nother

i be the number of packets with
non-minimum delay in the same queue. The packet de-
lay ratio of queue i, which is denoted by Xi, is the ratio
of the number of probe packets with the non-minimum
delay to the sum of probe packets. Xi is defined by,

Xi = 1 − Nmin
i

Nmin
i + Nother

i

. (6)

The conventional scheme with single queue model is
unable to handle nodes withWRR. TheWRR scheduler
does not always immediately transmit packets that are
stored at the head of line of the queue, as another queue
may be selected to transmit its head-of-line packet.
Even if the queue is empty, delay variation is caused.
Therefore, Xi is not equal to Ui. Note that, in PQ, link
utilization can be estimated by sending probe packets
to the lowest priority queue by using the conventional
scheme.

3 Proposed scheme
The proposed scheme estimates link utilization under

the multiple-queue model. The proposed scheme fo-
cuses on U−Xi, which is the probability of probe pack-
ets being processed immediately when there are some
packets at other queues. Link utilization is calculated
by solving simultaneous equations that are associated
with link utilization U, queue utilization Ui and packet
delay ratio Xi. We assume that wi, which is the weight
of queue i in WRR, is known. Customers may be in-
formed by network operators of their service classes
including priorities and how each service is provided
together with its associated weight in the case of WRR,
or may be able to guess the weight from the network
operators’ disclosed information.
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3.1 Formulation for link utilization estimation
3.1.1 Cases with n = 2, 3

The queue indices are denoted by i = 1, 2, · · · , n. μi
is the processing rate of queue i per unit time. Ui is
the utilization of queue i. Pi is the probability that the
scheduler processes queue i. The processing rate per
unit time of the output port, which is denoted by μ, is
constant. WRR apportions the processing rate μ to μi,
which is the processing rate for queue i. μi is expressed
by,

μi =
wi∑n

k=1 wk
μ. (7)

Note that μ and μi are introduced for convenience in
order to derive formulations that can estimate link uti-
lization, but they disappear in the process of obtaining
the variables that should be determined.
We consider the case where n = 2, i.e. an output port

has two queues. The relationships of U, Ui, Xi, and Pi
are obtained as follows.

U = X1 + P1(1 − U1)U2 (8)

U = X2 + P2U1(1 − U2) (9)

U = U1 + U2 (10)

In Eq. (8), we consider that a probe packet enters
queue 1. A link is utilized, either when the probe packet
has non-minimum delay, or when the probe packet has
the minimum delay under the condition that queue 2 has
at least one packet and the scheduler allows the probe
packet in queue 1 to be transmitted immediately. There-
fore, Eq. (8) indicates that, when we consider queue
1, U is the sum of two probabilities, probability X1 (a
probe packet in queue 1 has non-minimum delay), and
probability, P1(1 − U1)U2 (a probe packet in queue 1
is processed immediately under the condition that no
packet is stored in queue 1 and at least one packet is
stored in queue 2). In the same way, Eq. (9) indicates
that, when we consider queue 2, U is the sum of two
probabilities, probability, X2 (a probe packet in queue 2
has non-minimum delay), and probability P2U1(1−U2)
(a probe packet in queue 2 is processed immediately
under the condition that no packet is stored in queue 2
and at least one packet is stored in queue 1). Eq. (10)
indicates that the link utilization is equal to the sum of
all queue utilizations. X1 and X2 are observable, but U,
U1, and U2 are not known. An observer solves the si-
multaneous equations in Eqs. (8)–(10) by using X1 and
X2.
We show that P1 and P2 are expressed by Ui and

wi. A state transition diagram for the multiple queue
model with n = 2 is illustrated in Fig. 3. There are two
states. State i, where i = 1, 2, means that the WRR
scheduler processes queue i. The number with the ar-
row from state i to state j, i � j, indicates the transition

Fig. 3 State transition diagram for two queues. The num-
ber in each circle indicates the state of the queue that a
scheduler processes.

probability that state i is changed to state j. State 1 is
changed to state 2 if the scheduler finishes processing
queue 1 and queue 2 has at least one packet. The tran-
sition probability that state 1 is changed to state 2 is
expressed by μ1U2. State 2 is changed to state 1 if the
scheduler finishes processing queue 2 and queue 1 has
at least one packet. The transition probability that state
2 is changed to state 1 is expressed by μ2U1.
The equilibrium state in Fig. 3 gives the following

relationship, given the probability of the scheduler pro-
cessing each queue.

μ1U2P1 = μ2U1P2 (11)

The left side of Eq. (11) is the transition rate from state
1 to state 2. The right side of Eq. (11) is the transition
rate from state 2 to state 1.
By using the relationship of P1 + P2 = 1 and Eq. (7),

P1 and P2 are given by,

P1 =
μ2U1

μ1U2 + μ2U1
=

w2U1

w1U2 + w2U1
(12)

P2 =
μ1U2

μ1U2 + μ2U1
=

w1U2

w1U2 + w2U1
. (13)

Eqs. (12) and (13) are used to solve the simultaneous
equations in Eqs. (8)–(10).
Next, we consider the case where n = 3, the output

port has three queues. In the same way as n = 2, the
relationships of U, Ui, Xi, and Pi with n = 3 are given
as follows.

U = X1 + P1(1 − U1)U2U3

+
P1

P1 + P3
(1 − U1)(1 − U2)U3

+
P1

P1 + P2
(1 − U1)U2(1 − U3) (14)

U = X2 + P2U1(1 − U2)U3

+
P2

P2 + P3
(1 − U1)(1 − U2)U3

+
P2

P1 + P2
U1(1 − U2)(1 − U3) (15)

U = X3 + P3U1U2(1 − U3)

+
P3

P2 + P3
(1 − U1)U2(1 − U3)
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+
P3

P1 + P3
U1(1 − U2)(1 − U3) (16)

U = U1 + U2 + U3, (17)

where P1 + P2 + P3 = 1. Eq. (14) indicates that,
for queue 1, U is the sum of three probabilities; X1,
(a probe packet in queue 1 has non-minimum delay),
probability P1

P1+P3
(1 − U1)(1 − U2)U3 (a probe packet

in queue 1 is processed immediately under the condi-
tion that no packet is stored in queues 1 or 2 and at
least one packet is stored in queue 3), and probability

P1
P1+P2

(1 − U1)U2(1 − U3) (a probe packet in queue 1
is processed immediately under the condition that no
packet is stored in queues 1 or 3 and at least one packet
is stored in queue 2). Eqs. (15) and (16) are also ob-
tained in the same way as Eq. (16).

Pi is expressed by Ui and wi by considering a state
transition diagram for the multiple queue model with
n = 3, as illustrated in Fig. 4. There are three states.
State i, where i = 1, 2, 3, means that the WRR sched-
uler processes queue i. The scheduler checks if the next
queue is empty when the current process for a queue
finishes. First, consider the case that state i is changed
to state M(i + 1, 3). M(k, n) is defined as M(k, n) = n
if (k mod n) is zero and M(k, n) = (k mod n) other-
wise, where (x mod y) expresses the remainder of x
divided by y. State i is changed to state M(i + 1, 3) if
the scheduler finishes processing queue i and queue i+1
mod n has at least one packet. The transition probabil-
ity that state i is changed to state M(i+1, 3) is expressed
by μiUiUM(i+1,3). Next, consider the case that state i is
changed to state M(i + 2, 3). State i is changed to state
M(i + 2, 3) if the scheduler finishes processing queue i,
queue M(i + 1, 3) has no packet, and queue M(i + 2, 3)
has at least one packet. The transition probability that
state i is changed to state M(i + 2, 3) is expressed by
μiUi(1−UM(i+1,3))UM(i+2,3). The relationships of U, Ui,
Xi, and Pi are obtained as follows.

(μ1U2 + μ1(1 − U2)U3)P1

= μ2U1(1 − U3)P2 + μ3U1P3 (18)

(μ2U3 + μ2U1(1 − U3))P2

= μ1U2P1 + μ3(1 − U1)U2P3 (19)

(μ3U1 + μ3(1 − U1)U2)P3

= μ1(1 − U2)U3P1 + μ2U3P2 (20)

By using the relationship of P1 + P2 + P3 = 1 and
Eqs. (18)–(20), the simultaneous equations expressed
by Eqs. (14)–(16) can be solved.

3.1.2 Generalization of formulation
Let us consider the general case, where the number

of queues is n. The simultaneous equations are given

Fig. 4 State transition diagram for three queues. The
number in each circle indicates the state of the queue that
the scheduler processes.

by,

U = Xi + (1 − Ui)
n−1∑
k=1

n−1Ck∑
r=1

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Pi

Pi +
∑

s∈Enum(i,k,r) Ps

∏
s∈Enum(i,k,r)

Us

∏
t∈Enum(i,n−1,1)\Enum(i,k,r)

(1 − Ut)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
∀i(1 ≤ i ≤ n) (21)

U =

n∑
i=1

Ui, (22)

where
∑n

i=1 Pi = 1. Enum(i, q, r) is denoted by an
enumeration set that excludes i, where 1 ≤ i ≤ n.
Enum(i, q, r) enumerates all combinations of k (1 ≤ k ≤
n − 1) queues from n − 1 queues and returns the r-th
combination set (1 ≤ r ≤ n−1Ck). We present exam-
ples of Enum(i, k, r) with n = 2, 3, 4, 5 in Appendix 5.
We note that, if

∏
has no element in Eq. (21), the

value of
∏

is specially treated as 1. For example, if
Enum(i, n − 1, 1)\Enum(i, k, r) = ∅, where ∅ denotes an
empty set,

∏
t∈Enum(i,n−1,1)\Enum(i,k,r)(1 − Ut) is set to 1.

The relationship on Pi is given by,∑
p(�i)

αipPi =
∑
q(�i)

βqiPq. (23)

αip is the transition rate moving from state i to state p.
αip is expressed by,

αip =

⎧⎪⎪⎨⎪⎪⎩
μiUp

∏p−1
k=i+1(1 − Uk), i < p

μiUp
∏p−1

k=1 (1 − Uk)
∏n

l=i+1(1 − Ul), p < i.

(24)

βip is the transition rate moving from state q to state i.
βip is expressed by,

βqi =

⎧⎪⎪⎨⎪⎪⎩
μqUi

∏i−1
k=q+1(1 − Uk), q < i

μqUi
∏i−1

k=1(1 − Uk)
∏n

l=q+1(1 − Ul), i < q.

(25)

The same as for Eq. (21), if
∏

has no element in
Eqs. (24) or (25), the value of

∏
is specially treated as

1.
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3.2 Estimation for number of queues
The proposed scheme assumes that the number of

queues of an output port in a node is known. The
number of queues may be different in each node. In
addition, an observer cannot determine the number of
queues directly. The proposed scheme estimates the
number of queues by checking probability distributions
of probe packet delays. The proposed scheme estimates
probability distributions for a target link by sending
probe packets, in the same way as [8], [9], with various
priority streams. Estimating probability distribution of
delays for a target link is called restoration of the de-
lay probability distribution. If there are multiple queues
in an output port on the target link, the characteristics
of probability distributions of the delays are different.
The proposed scheme is able to judge how many differ-
ent delay probability distributions are observed. This
is called matching. Details of the procedures are de-
scribed below.

3.2.1 Maximum number of probe streams
The maximum number of priority queues in an out-

put port of a node, i.e. maximum number of priority
classes, is defined as [11]. An observer sends probe
packet streams, whose number is limited by the max-
imum number of priority classes, to both end nodes
of the target link. If different packet streams belong
to the same priority class, they are stored in the same
queue. Next, we check if the delay properties of dif-
ferent packet streams, which includes packet-delay rate
Xi, the average delay, and the delay distribution, match
each other.

3.2.2 Restoration of delay probability distribution in
target link

Let two probability distributions be Fx and Fy. Fx
has a random variable X, the delay from observer host
s to node p. Fy has a random variable Y , the delay from
node p to node q. Fig. 5 shows a network model with
observer host s, node p, and node q. Fx+y of the delay
from the observer host s to node q is expressed by Fx
and Fy [8], [9].

Fx+y(t) =
∫ +∞
−∞

Fx(t − z)Fy(z)dz (26)

Fig. 5 Network model with observer host and target link
between two nodes.

The observer measures the relative delay frequency dis-
tribution. Let Fsq(i) be the relative delay frequency dis-
tribution from observer host s to node q, Fsp(i) the rel-
ative delay frequency distribution from observer host s
to node p, and Fpq(k) the relative delay frequency dis-
tribution from node p to node q, where k = 0, 1, · · · ,m.
When k = 0, the relative frequency of the measurable
minimum delay is stored. Eq. (26) is expressed in dis-
crete form by,

Fsq(m) =
m∑

k=0

Fsp(m − k)Fpq(m) (27)

Fpq(m) is obtained by,

Fpq(0) =
Fsq(0)
Fsp(0)

(Fsp(0) � 0) (28)

Fpq(m) =
Fsq(m) −∑m−1

k=0 Fsp(m − k)Fpq(m)
Fsp(0)

(m � 0, Fsp(0) � 0). (29)

3.2.3 Estimation of the number of queues by checking
the degree of coincidence

The number of queues is estimated from the number
of matched estimated probability distributions in the
target link. The number is determined by the normal-
ization of the standard deviation and cross-correlation
function. When there are relative frequency distribu-
tions x(k) and y(k) (k = 0, · · · , n), the degree of coinci-
dence is calculated by,

R =
n∑

k=0

x(k)y(k) (30)

S =
R√∑n

k=0(x(k))2
√∑n

k=0(y(k))2
. (31)

When S = 1, x(k) is equal to y(k). In case of S ≥
0.99, we judge that both relative frequency distributions
match. This matching procedure yields the number of
queues in the output ports along the target link.

3.3 Estimation of scheduling algorithm
The scheduling algorithm used, PQ or WRR, may

need to be estimated by measuring Xi (1 ≤ i ≤ n).
When the scheduling algorithm is PQ, the following re-
lationship is satisfied.

X1 ≤ · · · ≤ Xn−1 ≤ Xn = U (32)

Packets stored in higher-priority queues than the
lowest-priority queue always affect lowest-priority
packets. In PQ, Xn, which is measured by sending
lowest-priority probe packets, is equal to U. When
Eq. (32) is satisfied, the existence of PQ is possible.
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Fig. 6 Multi-hop network model 1.

Fig. 7 Multi-hop network model 2.

However, in WRR, there is also the possibility that
Eq. (32) is satisfied. Therefore, there is no assurance
that the algorithm can be determined. When Eq. (32) is
not satisfied, packets are not processed by the PQ algo-
rithm.

4 Performance evaluation
We evaluated the proposed scheme in networks

whose nodes used the WRR algorithm to transmit, by
using a simulator that we developed. Examined net-
works are multiple hop networks, as shown in Figs. 6
and 7.
We define Δ as the estimation error; it is the absolute

difference between an estimated value and an actual
value. The actual utilization value is obtained by us-
ing byte counters of transmitted packets in each queue
in this evaluation.

4.1 Evaluation settings
4.1.1 Settings for nodes and queues
Only queuing delay is considered at each node when

evaluating the proposed scheme. Arriving packets are
processed immediately and stored in the corresponding
queue in an output port. Processing delay and serializa-
tion delay are ignored [15]1) The weight of each queue
is assumed to be known. When the number of queues
is 2, (w1,w2) = (2, 1) is set, and, when the number of
queues is 3, (w1,w2,w3) = (3, 2, 1) is set.
1) To investigate the applicability of the proposed scheme for the multiple-queue
network model at the first step, this evaluation considers only the queuing delay.
In [14], how to incorporate factors of processing delay jitter and practical timer
granularity values for link utilization estimation based on delay measurements
is presented. The work in [14] can be also applied to our evaluation in the
multiple-queue network model.

Fig. 8 Conditions of probe packet stream in network
model 1.

Fig. 9 Conditions of probe packet stream in network
model 2.

Flows of probe packets streams are shown in Fig. 8,
and the number of queues in the transit nodes is shown
in Fig. 6 in network model 1. In addition, for network
model 2, the flows are shown in Fig. 7, and the number
of queues is shown in Fig. 9. In condition 7, the number
of queues at the transit nodes is fixed to two, and, in
condition 8, the number of queues at the middle nodes
is fixed to three. These conditions are adopted to ireflect
practical implementations [16].

4.1.2 Settings for cross traffic and links
Each link bandwidth is set to 1 [Gbps], and propaga-

tion delay is set to 1.6 [msec]. Cross traffic rate is set
to 0.6, 0.7, 0.8, and 0.9 in a target link. The total rate of
cross traffic is fixed to 0.3 in a non-target link. To eval-
uate the basic characteristics of the proposed scheme,
cross traffic is not set in the backward direction. Fur-
thermore, the rate of cross traffic is distributed to each
queue randomly.
User Datagram Protocol (UDP) packets are gener-

ated with the sizes of 500 [bytes] and 1,200 [bytes] at
the same probability. In actual networks, packet size
distribution is biased, and several hundred byte pack-
ets and over 1,000 byte packets are often observed [17],
our assumption of packet length follows this observa-
tion. The packet arrival interval distribution follows the
geometric distribution.
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Fig. 10 Relationship between measurement time and es-
timated value.

4.1.3 Settings for probe packets
All probe packets are 32 [bytes] long; this is the de-

fault size of ICMP (Internet Control Message Protocol)
request/response packets in WindowsR© Operating Sys-
tem.

4.1.4 Simulation granularity
Simulation granularity is set to 100 bytes per step.

This value means that each node transmits 100 bytes
from output ports per step. Smaller granularity than
this increases the simulation time. We determined the
simulation granularity by balancing evaluation accu-
racy against practical simulation times.

4.2 Relationship between measurement time and esti-
mated value

Using condition 1 of Fig. 8, we investigate the rela-
tionship between the estimation time and the estimated
value. Fig. 10 plots the relationship. To check the es-
timated value, estimation error Δ is used. When the
number of probe packets loaded into each queue per
second is 100, the estimated value is less than 0.02. For
measurement times of 10 or more seconds, there is no
significant change of the estimated value. In the case
of 100 second probing periods with 10 packets per sec-
ond, the estimated value nearly equals to that estimated
under 10 second probing periods with 100 packets per
second. This result shows that the estimated values are
stable with over 1000 probe packets for each queue.

4.3 Estimation accuracy of link utilization
We use conditions 1-8 to investigate the estimation

accuracy of link utilization. It is assumed that queue
weights and the number of queues are known. The mea-
surement time is set to 30 seconds and the packet per
second value is set to 100, so the total number of probe

Table 1 Estimation results of link utilization inder condi-
tions 1-3.

Estimation errors Δ ± σ
Actual Condition 1 Condition 2 Condition 3

0.6 0.036 ± 0.021 0.056 ± 0.026 0.041 ± 0.029

0.7 0.033 ± 0.028 0.045 ± 0.034 0.045 ± 0.029

0.8 0.032 ± 0.025 0.054 ± 0.042 0.032 ± 0.022

0.9 0.051 ± 0.027 0.064 ± 0.028 0.018 ± 0.015

Table 2 Estimation results of link utilization in conditions
4-6.

Estimation errors Δ ± σ
Actual Condition 4 Condition 5 Condition 6

0.6 0.053 ± 0.026 0.052 ± 0.033 0.055 ± 0.034

0.7 0.060 ± 0.035 0.046 ± 0.039 0.061 ± 0.040

0.8 0.038 ± 0.022 0.085 ± 0.069 0.045 ± 0.028

0.9 0.044 ± 0.030 0.050 ± 0.039 0.035 ± 0.023

packets is 3000 (= 100 × 30) per probe packet stream.
Tables 1 and 2 plot estimation results under network

model 1 (Fig. 6). Estimation error Δwith standard devi-
ationσ is expressed by Δ±σ. In all cases, estimation er-
rors are under 0.1. The correlation coefficient between
actual utilization and estimation errors is investigated.
The correlation coefficients under conditions 1, 2, 3, 4,
5, and 6 are −0.22, −0.08, −0.35, 0.08, 0.10, and −0.26,
respectively. These results show that the estimation ac-
curacy of the proposed scheme does not depend on link
utilization in the target link.
We also investigate the coefficient of the correlation

between the numbers of queues at node 5 and the es-
timation errors under conditions 5 and 6. The correla-
tion coefficient is 0.35, which indicates a positive cor-
relation. The estimation accuracy is impacted by the
number of queues. If the number of queues increases,
the number of variables in the non-linear simultane-
ous equations in Eqs. (21)–(25) increases which wors-
ens the accuracy of the solutions.
Estimation results of link utilization in network

model 2 (Fig. 7) are shown in Table 3. In all cases,
the estimation errors are also under 0.1. The correla-
tion coefficient between actual utilization and estima-
tion errors is −0.30 under condition 7 and 0.61 under
condition 8. These results indicate that, as the load of
a target link rises, the estimation error increases. The
reason is as follows. As the hop count increases, fewer
probe packets have no queuing delay. The proposed
scheme needs to obtain the exact percentage of probe
packets with the minimum delay. However, since the
hop counts are larger than those of conditions 1-6 and
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Table 3 Estimation results of link utilization under condi-
tions 7-8.

Estimation errors Δ ± σ
Actual Condition 7 Condition 8

0.6 0.064 ± 0.049 0.036 ± 0.031

0.7 0.029 ± 0.032 0.041 ± 0.031

0.8 0.030 ± 0.045 0.083 ± 0.040

0.9 0.030 ± 0.027 0.091 ± 0.015

Table 4 Comparison of probing loads between proposal
and conventional.

Load of proposed scheme [%] Load of conventional scheme [%]

0.0512 ∼ 0.2048 0.0256

the load of the target link is also high, the number of
probe packets with the minimum delay becomes small,
which degrades the estimation accuracy.

4.4 Comparison of probing loads between proposed
and conventional schemes

We compare the probing loads created by the pro-
posed scheme and the conventional scheme presented
in [8], [9]. In both schemes, the probing load is pro-
portional to the number of probe packets sent per sec-
ond and their length. In addition, the load of the pro-
posed scheme is proportional to the number of priority
classes. The probing loads of both schemes are shown
in Table. 4, where link bandwidth is set to 1 [Gbps],
probe packet length is set to 32 [bytes], and probe pack-
ets per second is set to 1000. In the proposed scheme,
the number of priority classes, or the number of probe
packet streams, was set from 2 to 8.
Since the conventional scheme does not set any prior-

ity class, the load is a constant 0.0256%. In contrast, the
proposed scheme creates larger loads because it sends
several probe packet streams into a path. However, the
maximum load of the proposed scheme is only 0.2%,
which has an insignificant impact on user traffic.

5 Conclusions
This paper has proposed a scheme that can estimate

link utilization where it is assumed that each output
port at each node has multiple queues. Since the con-
ventional scheme assumes that nodes have single queue
in each output port, the conventional scheme does not
support the multiple queue condition. The proposed
scheme measures the non-minimum delay probability
of probe packets by observing the ratios of probe pack-
ets waiting in the queues. It estimates link utilization
by solving simultaneous equations that include the non-
minimum delay probability of probe packets in each

queue. Evaluation results showed that the estimation
error of link utilization is under 0.1 in a multi-hop net-
work with multiple-queue nodes.
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Appendix
A. Examples of Enum(i, k, r)
Tables 5-8 present examples of Enum(i, k, r) and

Enum(i, n−1, 1)\Enum(i, k, r), which are used in Eq. (21),
with n = 2, 3, 4, 5 respectively, where 1 ≤ i ≤ n,
1 ≤ k ≤ n − 1, and 1 ≤ r ≤ n−1Ck.

Table 5 Example of Enum(i, k, r) with n = 2.

i k r Enum(i, k, r) Enum(i, n − 1, 1)\Enum(i, k, r)
1 1 1 {2} ∅
2 1 1 {1} ∅

Table 6 Example of Enum(i, k, r) with n = 3.

i k r Enum(i, k, r) Enum(i, n − 1, 1)\Enum(i, k, r)
1 1 1 {2} {3}
1 1 2 {3} {2}
1 2 1 {2,3} ∅
2 1 1 {1} {3}
2 1 2 {3} {1}
2 2 1 {1,3} ∅
3 1 1 {1} {2}
3 1 2 {2} {1}
3 2 1 {1,2} ∅

Table 7 Example of Enum(i, k, r) with n = 4.

i k r Enum(i, k, r) Enum(i, n − 1, 1)\Enum(i, k, r)
1 1 1 {2} {3,4}
1 1 2 {3} {2,4}
1 1 3 {4} {2,3}
1 2 1 {2,3} {4}
1 2 2 {2,4} {3}
1 2 3 {3,4} {2}
1 3 1 {2,3,4} ∅
2 1 1 {1} {3,4}
2 1 2 {3} {1,4}
2 1 3 {4} {1,3}
2 2 1 {1,3} {4}
2 2 2 {1,4} {3}
2 2 3 {3,4} {1}
2 3 1 {1,3,4} ∅
3 1 1 {1} {2,4}
3 1 2 {2} {1,4}
3 1 3 {4} {1,2}
3 2 1 {1,2} {4}
3 2 2 {1,4} {2}
3 2 3 {2,4} {1}
3 3 1 {1,2,4} ∅
4 1 1 {1} {2,3}
4 1 2 {2} {1,3}
4 1 3 {3} {1,2}
4 2 1 {1,2} {3}
4 2 2 {1,3} {2}
4 2 3 {2,3} {1}
4 3 1 {1,2,3} ∅
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Table 8 Example of Enum(i, k, r) with n = 5.

i k r Enum(i, k, r) Enum(i, n − 1, 1)\Enum(i, k, r)
1 1 1 {2} {3,4,5}
1 1 2 {3} {2,4,5}
1 1 3 {4} {2,3,5}
1 1 4 {5} {2,3,4}
1 2 1 {2,3} {4,5}
1 2 2 {2,4} {3,5}
1 2 3 {2,5} {3,4}
1 2 4 {3,4} {2,5}
1 2 5 {3,5} {2,4}
1 2 6 {4,5} {2,3}
1 3 1 {2,3,4} {5}
1 3 2 {2,3,5} {4}
1 3 3 {2,4,5} {3}
1 3 4 {3,4,5} {2}
1 4 1 {2,3,4,5} ∅
2 1 1 {1} {3,4,5}
2 1 2 {3} {2,4,5}
2 1 3 {4} {2,3,5}
2 1 4 {5} {2,3,4}
2 2 1 {1,3} {4,5}
2 2 2 {1,4} {3,5}
2 2 3 {1,5} {3,4}
2 2 4 {3,4} {1,5}
2 2 5 {3,5} {1,4}
2 2 6 {4,5} {1,3}
2 3 1 {1,3,4} {5}
2 3 2 {1,3,5} {4}
2 3 3 {1,4,5} {3}
2 3 4 {3,4,5} {1}
2 4 1 {1,3,4,5} ∅
3 1 1 {1} {2,4,5}
3 1 2 {2} {1,4,5}
3 1 3 {4} {1,2,5}
3 1 4 {5} {2,3,4}
3 2 1 {1,2} {4,5}
3 2 2 {1,4} {2,5}
3 2 3 {1,5} {2,4}
3 2 4 {2,4} {1,5}
3 2 5 {2,5} {1,4}
3 2 6 {4,5} {1,2}
3 3 1 {1,2,4} {5}
3 3 2 {1,2,5} {4}
3 3 3 {1,4,5} {2}
3 3 4 {2,4,5} {1}
3 4 1 {1,2,4,5} ∅
4 1 1 {1} {2,3,5}
4 1 2 {2} {1,3,5}
4 1 3 {3} {1,2,5}
4 1 4 {5} {1,2,3}
4 2 1 {1,2} {3,5}
4 2 2 {1,3} {2,5}
4 2 3 {1,5} {2,3}
4 2 4 {2,3} {1,5}
4 2 5 {2,5} {1,3}
4 2 6 {3,5} {1,2}
4 3 1 {1,2,3} {5}
4 3 2 {1,2,5} {3}
4 3 3 {1,3,5} {2}
4 3 4 {2,3,5} {1}
4 4 1 {1,2,3,5} ∅
5 1 1 {1} {2,3,4}
5 1 2 {2} {1,3,4}
5 1 3 {3} {1,2,4}
5 1 4 {4} {1,2,3}
5 2 1 {1,2} {3,4}
5 2 2 {1,3} {2,4}
5 2 3 {1,4} {2,3}
5 2 4 {2,3} {1,4}
5 2 5 {2,4} {1,3}
5 2 6 {3,4} {1,2}
5 3 1 {1,2,3} {4}
5 3 2 {1,2,4} {3}
5 3 3 {1,3,4} {2}
5 3 4 {2,3,4} {1}
5 4 1 {1,2,3,4} ∅
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