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Abstract

3D modeling of a real scene stands for constructing a virtual represen-

tation of the scene, generally simplified that can be used or modified at

our will. Constructing such a 3D model by hand is a laborious and time

consuming task, and automating the whole process has attracted growing in-

terest in the computer vision field. In particular, the task of registering (i.e.

aligning) different parts of the scene (called range images) acquired from

different viewpoints is of crucial importance when constructing 3D models.

During the last decades, researchers have concentrated their efforts on this

problem and proposed several methodologies to automatically register range

images. Thereby, key-point detectors and descriptors have been utilized to

match points across different range images using geometric features or tex-

tural features. Several similarity metrics have also been proposed to identify

the overlapping regions. In spite of the advantages of the current methods,

several limitation cases have been reported. In particular, when the scene

lacks in discriminative geometric features, the difficulty of accounting for

the changes in appearance of the scene observed in different poses, or from

different viewpoints, significantly degrades the performance of the current

methods. We address this issue by investigating the use of photometry (i.e.

the relationship between geometry, reflectance properties and illumination)

for range image registration. First, we propose a robust descriptor using

albedo that is permissive to errors in the illumination estimation. Second,

we propose an albedo extraction technique for specular surfaces that enlarges

the range of materials we can deal with. Third, we propose a photometric

metric under unknown lighting that allows registration of range images with-

out any assumptions on the illumination. With these proposed methods, we

significantly enlarge the practicability and range of applications of range

image registration.
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Chapter 1

Introduction

1.1 3D Vision

Among all our five senses, vision plays the most important role in our daily

life. Our visual perception helps us understanding, interacting and moving

into our environment. The objective of 3D vision is to simulate the human

visual perception (i.e. make the computer ”see”). Though it is a natural

and easy task for a human to recognize a friend, to grasp an object or to

avoid a wall, it is difficult for a computer, or a robot. Why is it so? First of

all we need to agree on what is the visual system we want to simulate.

A visual system, in broad terms, is a collection of devices that transform

measurements of light into information about spatial and material properties

of a scene. It contains visual sensors such as eyes for the human or digital

cameras for the computer, and computational units such as the brain for

the human or the CPU for the computer. While the sensors record intensity

of the light that hits the photosensitive cells (pixels in the case of digital

cameras), the computational unit ”interprets” the recorded values to tell

what are the characteristics of the scene we are looking at.

To get a grasp on how difficult 3D vision is, we can simply notice the

time it takes for a human to fully control its sense of vision (which requires

half of our brain capacities at all time). And even so it happens to mistake
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1.2. 3D modeling

what we are seeing. Obviously, to make the computer ”see” like a human

is tremendously hard. The objective of 3D vision is to successfully perform

simple tasks (for the human) such as recognition for example, which could

relieve the human from several boring tasks (verification or surveillance for

example).

We need models and assumptions to interpret the captured images and

to tell meaningful information from them. These models are a virtual repre-

sentation of our world, generally simplified that can be used or modified at

our will. For example, deformation models and gravity models can explain

motion of the same object on different planets. Image formation models

can explain the appearance of an object surface. And most importantly 3D

models give a geometric understanding of the scene.

Constructing 3D models of an observed scene is of outmost importance

for computer vision. And even though many researches have been done on

this topic during the last decades, it remains a challenging problem, yet to

be fully solved. An introduction to 3D vision is given in [51]. An overview of

practical applications for computer vision is given in [99]. A more advanced

presentation of computer vision is given in [25].

1.2 3D modeling

To understand our environment, it is essential to know its 3D geometry.

2D images alone are insufficient. This is supported by the fact that there

are many famous examples of paintings ”trompe-l’oeil”. If we look at an

object from different viewpoints (from above and from behind), in different

illuminations (at the light of a candle or under a neon light) or with dif-

ferent paintings, its appearance may change completely. It is thus difficult

from the visual observations alone to recognize an object, its position or its

characteristics for example. On the contrary, even with our eyes closed, by

simply touching an object we can infer its 3D shape and recognize it. This

is because, from the 3D shape of an object we can naturally imagine its

3D model (i.e. its 3D representation). Then, by combining both the visual

2



1.2. 3D modeling

observations and the 3D models of objects, the human can easily interpret

its surroundings. For a visual system to be efficient, it is thus essential to

have 3D models of the environment.

From 2D images to 3D models, the process can be divided into two main

steps: (1) 3D reconstruction. Namely, the objective of 3D reconstruction is

to extract 3D information from the 2D observations. Such 3D information

can be 3D coordinates of points or surface normals for example. (2) 3D

modeling. The objective of 3D modeling is to fuse all 3D information ex-

tracted in step (1) into a compact 3D representation (or model). Such model

can be a mesh, a cloud of points, a 3D grid of voxels or implicit surfaces for

example.

Famous applications areas for 3D models are, for example,

• Surveillance and security. With augmented virtual environment,

3D models help observers comprehend multiple streams of temporal

data and imagery from arbitrary views of the scene. 3D models are par-

ticularly useful for moving object detection, tracking, and 3D display

for effective dynamic event comprehension and situational awareness

([85]).

• Industrial inspection and quality control. Defects experienced

during construction are costly and preventable. 3D models are being

utilized for renovation, retrofit and expansion projects in industrial,

commercial and heavy-civil sectors of construction, and active quality

control purposes ([1]).

• Reverse engineering. From simple distance measurement up to the

control of micrometric deformation, symmetry, etc., all the operations

that allow the measurement and analysis of geometric forms are called

reverse engineering of shapes. 3D models are used to understand the

structure and mechanisms of objects ([55]).

• Face and gesture recognition. 3D models are being utilized to

improve the quality and robustness of face and gesture recognition

3



1.2. 3D modeling

when dealing with complex background or changes in appearance.

• Autonomous vehicles. Access to 3D models increases the operator

situational awareness and allows better mission planning and execu-

tion, as the models can be visualized from different viewpoints and

used for relative measurements ([83]).

• Space and applications. Servicing satellites in space requires ac-

curate and reliable 3D information. Such information can be used

to create virtual models of space structures for inspection (geometry,

surface flaws, and deployment of appendages), estimation of the rela-

tive position and orientation of a target spacecraft during autonomous

docking or satellite capture, replacement of serviceable modules, de-

tection of unexpected objects and collisions ([84]).

• Medical image analysis. 3D models offer many possibilities to

image analysis that combines geometry, physics, and approximation

theory. They have proven to be effective in segmenting, matching,

and tracking anatomic structures. Deformable models are capable

of accommodating the significant variability of biological structures

over time and across different individuals. Furthermore, they support

highly intuitive interaction mechanisms that, when necessary, allow

medical scientists and practitioners to bring their expertise to bear on

the model-based image interpretation task ([54]).

• Analysis and simulation. Testing the resistance and behavior of

a product under various conditions is a crucial step in designing a

product. In car industry for example, crash tests are performed for

security check. While these experiments require heavy and expensive

experimental set-up, 3D models allow cheap and easy simulation.

Accurately modeling a scene by hand, however, requires expertise and

time. Therefore, automating the 3D modeling process in controlled (labo-

ratory set-up for example) or uncontrolled (outdoor for example) environ-

4



1.2. 3D modeling

ments is of major importance for the computer vision community and has

attracting growing interest in the past decades.

Obtaining the 3D model of an object is certainly not as simple as moving

a camera around it. First, we do not have such an efficient visual system

as the human eye. A camera records 2D projections of the observed scene,

and inferring the 3D geometry from a single 2D image is impossible. To

extract the 3D surface from 2D images, multiple observations from different

viewpoints are required.

By observing the same point from different viewing positions, it becomes

possible to retrieve its 3D coordinates. From a set of observations, it is

therefore possible to reconstruct the 3D surface corresponding to the overlap

region between all 2D images. This process is called stereo vision in the case

of two viewing positions. Currently, using more viewing positions is popular

and inferring 3D coordinates is well studied under the name of multiple view

geometry ([22, 32]).

On the other hand, the recent advances in 3D acquisition devices such

as modern laser range scanners or structured light sensors (for example, the

new Microsoft Kinect or Primesense sensors) open new possibilities for 3D

modeling. In particular, recent acquisition devices can retrieve both the 3D

shape and a color image of an object from a fixed viewpoint. The acquired

3D image in this case is called a range image (Fig.1.1). The first step of the

3D modeling process (i.e. the 3D reconstruction step) can thus be omitted.

However, from one viewpoint some parts of the scene are occluded. As a

consequence, from one viewpoint it is only possible to acquire a part of the

scene. Therefore, multiple range images, acquired from various positions are

required to acquire all parts of the scene.

All range images of the scene are obtained in the local coordinate systems

defined by the different viewpoints. The transformations that relate all

range images together are in general unknown and it is thus necessary to

align all overlapping range images together. This process is called range

image registration [79]. The difficulty of range image registration is that
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1.2. 3D modeling

(c) can00 (f) can20

Data can.

(i) box00 (l) box20

Data box.

(o) hand00 (r) hand20

Data hand.

Figure 1.1: Examples of range images with color images used in this thesis
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Figure 1.2: The 3D modeling process

we do not know which areas of the different range images are overlapping.

This problem can be solved either by identifying correspondences across

adjacent scans or by minimizing cost functions that model the goodness of

the alignment.

All aligned range images are finally merged and integrated into a single

3D model (such as a mesh) that can be used in various vision systems. The

3D modeling process is summarized and illustrated in Fig. 1.2.

The large amount of work on integration methods gave us satisfying

tools to merge multiple range images together and generate 3D models.

Therefore, the most critical step for automated 3D modeling is the range

image registration process. It has attracted growing interest in the past

decades, but though impressive techniques have been proposed, there are

still several situations where aligning multiple range images together remains

an open challenge.

7



1.3. 3D registration

1.3 3D registration

Many studies have been proposed that allow accurate 3D registration ([5,

7, 39, 50]). However, they rely highly on geometry and/or texture of the

object to be modeled and inevitably fail in some situations. In particular,

registering range images of an object using photometry is still an unresolved

problem.

1.3.1 Registration using geometric features

Aligning overlapping range images using geometry is the most popular ap-

proach to 3D registration and has been extensively studied over the past

decades. When using geometry to guide the registration process, in general,

discriminative feature descriptors are used to identify key-point correspon-

dences that allow estimation of the transformation. Popular descriptors are

for example, the position of the point, the normal at the surface or the

curvature.

Another approach to 3D registration is to minimize a cost function, which

models the quality of the alignment. Cost functions based on geometry have

been investigated. For example, useful geometrical cost functions have been

proposed that represent the distance between the two aligned range images

or the geometrical distribution of points.

When geometric features of points at the surface are sufficiently discrim-

inative, the large toolbox of 3D registration methods allows for accurate

alignment. However, many man-made objects (such as a cup or a ball for

example) present symmetries in their shape or repetitive patterns. In such

a case, the captured range images are devoid of salient geometric features

and using geometry alone for registration inevitably fails.

1.3.2 Registration using textural information

In addition to geometry, textural information is also available. By textural

information, we denote the information derived from the appearance of the

8



1.3. 3D registration

object’s textured surface. This can be the color reflected by the object

surface towards the scanning viewpoint, the chromaticity or the intensity

for example. By using the color images in addition to geometry it becomes

possible to some extent to overcome the problem of registering range images

devoid of salient geometric features.

Several methods have been proposed that use textural information such

as color or chromaticity in addition to geometry to guide the registration pro-

cess. For example, the popular SIFT method uses differences of Gaussians in

the intensity image to identify key-points and define scale-invariant descrip-

tor. Several 2D texture-based cost functions such as the cross-correlation

are also available for aligning textured images.

However, unlike geometry, the textural information is not an intrinsic

attribute of the object surface (i.e. it does not depend on the object surface

material only). It is actually the result of the complex interaction between

geometry, reflectance and light. As a consequence, the direct use of textural

information is, in general, unreliable. In particular, when the changes in the

object pose, viewpoint or illumination induce drastic changes in the object

surface appearance; texture base registration methods fail accordingly.

1.3.3 Registration using photometric features

The recent advances and breakthroughs in understanding and modeling im-

age formation ([4, 64, 75]) bring new possibilities for 3D registration using

photometry. By photometry, we denote the relationship between geome-

try, reflectance properties and incident illumination. This phenomenon is

illustrated in Fig. 1.3.

By understanding and modeling the complex process behind image for-

mation, it becomes possible to deal with changes in the object surface ap-

pearance, and even use it (rather than ignoring it) for the task of 3D regis-

tration.

By contrast with the textural features, we denote by photometric fea-

tures the surface intrinsic features that define its reflectance properties. For

9



1.3. 3D registration

Figure 1.3: Photometry

instance, by contrast with the captured color, the albedo is a well-known

reflectance attribute that depends solely on the object material (for the dif-

fuse reflection, the albedo of a point represents how much light is reflected

by it when illuminated by a point light source facing its normal). It is a pho-

tometric feature well fitted for matching and comparing similarity of points

at the surface of an object.

A few works have been reported that investigate the use of albedo for

range image registration. However, they rely on a precise estimation of

albedo from the captured color and geometry, and thus on a precise esti-

mation of the surrounding illumination. In particular, no robust descriptor

exists to palliate the inevitable inaccuracies in the illumination estimation.

The exact surrounding illumination is in general unknown and therefore ex-

isting techniques that use albedo for registration purpose are not applicable

in real situations.

On the other hand, compact and accurate representations of image for-
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mation have been identified ([4, 60, 63, 70, 75, 76]). Thereby, by using the

spherical harmonics, the complex mechanism behind image formation can

be accurately expressed in a linear subspace. Though this recent advances

have been widely applied in computer graphics ([47]) and inverse rendering

([9, 52, 80]), no work has been reported that use this new model for range

image registration.

In particular, when using photometry to align overlapping range images,

no specific cost functions are available. In the following, we investigate

the use of photometry (i.e. the relationship between geometry, reflectance

properties and illumination) for range image registration.

1.4 Contribution

In this dissertation, we address the problem of accurately aligning overlap-

ping pairs of range images of an object devoid of salient geometric features

(a bottle for example). We assume the rigid surface and known reflectance

property (such as Lambertian, specular or Lambertian plus specular for

example). We also assume no inter-reflections, neither cast-shadows. We

consider the scenario where the viewpoint and illumination are fixed while

the pose of the object is changing.

We propose to use photometry to tackle this challenging problem and we

enforce to leverage as much as possible the assumptions on the surrounding

illumination.

The contributions of this dissertation are three-fold. First, we define a

robust 3D descriptor that allows registration of Lambertian range images

using albedo even under a rough estimation of ”simple” illumination (i.e.

an ambient and a directional light source). Second, by extracting albedo in

parts of specular objects illuminated by a few unknown point light sources,

we extend the range of application of our previously proposed registration

method. Third, by using the new linear representation of image formation,

we define a useful photometric metric for range image registration of Lam-

bertian objects under unknown and general illumination.

11



1.4. Contribution

1.4.1 Robust 3D descriptor

We propose a robust descriptor for the registration of overlapping Lam-

bertian range images that makes use of local distribution of albedo. We

use adaptive regions to model the local distribution of reflectance, which

enables us to stably extract reliable attributes of each point against illu-

mination estimation. We use the popular level set method to grow robust

and adaptive regions to define these attributes. A similarity metric between

two attributes is also defined to match points in the overlapping area, and

remaining mismatches are efficiently removed using the rigidity constraint

of surfaces. Our experiments using synthetic and real data demonstrate the

robustness and effectiveness of the proposed method.

The proposed descriptor allows for accurate alignment of Lambertian

range images even under rough approximation of the surrounding illumi-

nation. Our method is the first one that allows application of registration

using albedo for real data, when the scene is illuminated by a simple light,

such as a single directional light source. It thus becomes possible to account

for significant changes in appearance caused by illumination and therefore

extend the range of applications for range image registration. A part of this

work appeared in [91, 95].

1.4.2 Specularity removal

When the object to be modeled present specularities, the simple Lambertian

reflection model is insufficient to extract albedo from the captured color and

geometry. Therefore, the previously proposed registration method cannot

be directly applied in such a case.

We propose a method for estimating albedo in parts of specular surfaces

for the purpose of range image registration of specular objects devoid of

salient geometric properties under a few unknown point light sources. Our

method uses illumination consistency on two range images to detect specular

highlights. Directions and intensities of the surrounding light sources are

estimated from the detected specular highlights, which allows identification

12



1.4. Contribution

of regions where the diffuse refection components can be extracted. This

technique can handle various kind of illumination situations and can be

applied to a wide range of materials. Our experiments using synthetic data

and real data demonstrate the usefulness of our proposed method for range

image registration.

By extracting albedo in parts of specular range images we allow for the

accurate registration of the range images even under a few unknown point

light sources. While specular reflection used to be simply ignored in prece-

dent works (i.e. the object surface is assumed to be mostly Lambertian), we

use them to reliably estimate reflectance attributes that are used to guide

the registration. In particular, it becomes possible to align range images

of an object that presents mostly specular regions. A part of this work

appeared in [92, 93, 94].

1.4.3 Photometric metric under unknown lighting

The image formation process is complex, and under general unknown illumi-

nation it becomes impossible to extract albedo from range images without

knowing the exact point correspondences. As a consequence, feature based

matching registration approach is inevitably limited to known or simple il-

lumination.

On the other hand, matching features is not the only way we can take for

registering overlapping range images. We propose a photometric cost func-

tion for evaluating the goodness of a rigid transformation aligning two over-

lapping range images under unknown lighting, and under the assumption

of Lambertian surface. Our metric is based on photometric re-projection

error but not on feature detection and matching. By using the spherical

harmonics representation of image formation, we estimate illumination and

albedo from the correspondences induced by the input transformation. We

then synthesize the color of one image using albedo of the other image to

compute the photometric re-projection error. This way allows us to derive

a photometric metric under unknown lighting for range image alignment.
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We use a hypothesize-and-test method to search for the transformation that

minimizes our photometric cost function. Employing the spherical represen-

tation of each range image efficiently generates transformation candidates.

Experimental results using synthetic and real data show the usefulness of

the proposed metric.

Our proposed cost function is the first one that makes use of photometry

for evaluating the goodness of the alignment. Its generality and indepen-

dence against illumination allows accurate registration of Lambertian range

images under unknown general illumination. The proposed method thus

further enlarges the range of applications for range image registration. In

particular, the ideal laboratory conditions are no more required for aligning

overlapping range images. A part of this work appeared in [96].

1.5 Dissertation outline

The remaining of this dissertation consists of five chapters. In Chapter

2 we summarize the state of the art in 3D registration and identify the

open challenges. Chapter 3 presents our robust registration method using

local distribution of albedo. In this chapter, we assume the Lambertian

reflectance and a rough estimation of incident illumination, and propose a

robust descriptor for matching points across two overlapping range images.

In Chapter 4, we present our albedo extraction technique for specular ob-

jects illuminated by a few light sources. We assume that the illumination

is unknown but composed of a few point light sources. We detect the point

light sources direction from the specular highlights, which allows us to sepa-

rate the reflection components in some parts of the range images. In Chapter

5, we present our photometric metric under unknown lighting. We assume

the Lambertian reflectance but allow for general, unknown illumination. We

use the photometric consistency to evaluate the current alignment and em-

ploy spherical representation for searching the best transformation. Last

but not least, Chapter 6 concludes the dissertation and gives the promising

directions for improving 3D registration using photometry.
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Chapter 2

Literature Review

Registration has been the topic of much recent work. This interest comes

from the importance of image registration in various applications, as well as

its complicated nature.

At first, because only 2D images were available, research focused on reg-

istering 2D images. The historically first survey paper [26] covers mainly the

methods based on image correlation. Probably the most exhaustive reviews

of general-purpose image registration methods are in [12] and [111]. Regis-

tration techniques applied particularly in medical imaging are summarized

in [35, 45, 53, 100]. In [2] the surface based registration methods in medical

imaging are reviewed. Volume-based registration is reviewed in [19]. The

registration methods applied mainly in remote sensing are described and

evaluated in [24, 30, 56]. Different registration methods were evaluated in

[106].

With the birth of 3D sensors (such as range finder or structured light

sensors) and the improvements in stereo vision, registering 3D images (also

called range images) became a major topic in the computer vision litera-

ture. When using range images, the 3D geometry becomes directly avail-

able, which opened new possibilities as well as new challenges for range

image registration. A review of range image registration methods is given

in [78].
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We classify the state of the art in range image registration into three

classes: (1) the methods that use geometry only; (2) the methods that

combine geometry and textural features; and (3) the methods that use pho-

tometric features.

While the first class is the most popular and most studied case, the

second one has attracted many research recently and the third one is still

largely unexplored.

2.1 Registration based on geometric features

The most famous approach to registration is the ICP (Iterative Closest

Point) [7, 109]. This feature-based method iterates two steps: matching

of each point of the first image with its closest point on the other image;

estimation of the transformation between the two images using the matched

point correspondences. ICP converges with a local estimate and therefore

requires a rough alignment. To achieve robust and accurate alignment, many

variants have been proposed ([6, 8, 16, 41, 61, 73, 77, 107, 108].

Like all feature-based methods, the ICP-like methods rely on the in-

variance and distinctiveness of the detected features. Much effort has been

done on extracting such geometric features. For example, Khoualed et al.

[43] proposed the semantic shape context to combine local descriptors and

global context information using the Bag-of-Word paradigm. Nguyen et al.

[62] proposed the Robust-Closest-Patch algorithm (RCP), which uses low

curvature patches to guide the registration.

Different approaches have been proposed to match the detected features.

For example Liu et al. [48] proposed an approach based on graduated assign-

ment called ICPMC that uses entropy maximization to define a probabilistic

model for point correspondences. In other work, Herman et al. [34] proposed

the EM-ICP (Expectation-Maximization ICP) using mixture of gaussians.

Zhang et al. [108] proposed a variant of ICP using probability fields. The

major drawback of ICP-like methods is that they may get trapped in local

minima and thus depend highly on the initial alignment.
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On the other hand, other approaches exist that do not rely on the de-

tected features but put emphasis on rather minimizing the alignment error

([10, 31, 39, 68]). These methods, sometimes called correlation-like methods

or template matching [24], do not explicitly use the point correspondences.

The feature detection step is then merged with the matching part. In [31],

the similarity measure is defined as the cross correlation of the spherical rep-

resentations of surfaces, and customized according to the surface-intrinsic

attributes while the spherical harmonics speeds up the optimization process.

Torsello et al. [98] proposed an algorithm that uses projection of pairwise

alignments onto a reference frame and diffusion along a graph of adjacent.

Nishino et al. [65] proposed to minimize a global error by using conjugate

gradient search with M-estimator.

In other work, Pulli [71] proposed to first align the scans pair-wisely

with each other using the standard ICP and use the pairwise alignment

as constraints that the multiview step enforces while evenly diffusing the

pairwise registration errors. Eggert et al. [20] iterate between pairing each

point of each scan with exactly one other point and minimizing the total

distance between paired points. This avoids many thresholding issues in

point pairing, but can prevent the algorithm from converging to a correct

solution. Jin et al.’s approach [40] was to incrementally build a surface

model, against which new views can be registered and already registered

views can be reregistered.

Acceptable results have been obtained in registering 3D shapes with com-

plex geometry. However, registering simple textured shapes (like a cylinder),

which are devoid of salient geometric features, is still an open problem.

2.2 Registration based on textural features

To overcome the problem of objects devoid of salient geometric features,

many interest point detectors and feature descriptors have been proposed in

the last decade to establish point correspondences using color-like features.

From the extensive research on 2D image processing, many distinctive
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2D textural features are available ([11, 17, 23, 28, 29, 37, 57, 104]). The most

popular one is Lowe et al.’s [50] scale-invariant feature descriptor called the

scale invariant feature transform (SIFT). They proposed to use the difference

of Gaussian function to define the features for key point. Some variations

of SIFT have been proposed to speed up the algorithm while maintaining

the same accuracy. Bay et al. [5] proposed a descriptor called speeded-

up robust features (SURF) that makes use of an integral image to speed up

computation and comparison. Tola et al. [97] also proposed a local descriptor

that can be quickly computed and even be used in poor quality images.

Several similarity measures for optimization methods, defined for 2D

images, are also available. Methods using gradient descent techniques [103],

Gauss-Newton [87] or Levenberg-Marquardt [82] optimization frameworks

have been discussed. Such approaches are sometimes referred to as energy

minimization methods when the so-called regularization or penalty term is

added to the dissimilarity measure ([102]).

However, as those techniques did not directly use available 3D infor-

mation but used 2D information projected from 3D, they were sensitive to

texture deformation caused by projection. In fact, the same texture cap-

tured from different viewpoints produces differently deformed 2D textures,

which makes the use of these techniques problematic.

On the other hand, methods combining both 3D geometry and textural

information are also available. In early work, Johnson and Kang [42] pro-

posed to deal with textured 3D shapes by using color. Okatani et al. [66]

proposed to use chromaticity for registration. However, color and chro-

maticity of a point are not distinctive by themselves and good quality of

correspondences cannot be achieved.

Godin et al. [27] proposed to use dense attributes of range image elements

as a matching constraint. Weik [105] proposed to use texture intensity gra-

dient and intensity difference. Brusco et al. [13] proposed to incorporate

texture information in the concept of spin-images. Pulli et al. [72] proposed

a new mismatch error to improve registration summarizing discrepancies
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in color, range and silhouette between pairs of images. Ozuysal et al. [67]

proposed a fast key-point feature detection using binary features and class

posterior probabilities. Candocia’s method [14] was to jointly register image

pairs in their spatial coordinates and pixel values respectively.

Heo et al. [33] proposed a combination of mutual information and SIFT

descriptor for stereo matching, applied to simultaneous depth and consistent

color estimation. Seo et al. [86] extended the SIFT feature for range image

alignment by accounting for the projective distortion. However, SIFT-like

methods do not account for changes in pose-illumination relationship, but

rely on the color normalization assumption (i.e. intensity changes uniformly

with changes in illumination, and normalization of features with respect to

the overall intensity is sufficient).

Because color or chromaticity or intensity of a Lambertian surface de-

pends on the object pose and illumination conditions, the performance of

these methods is degraded when the pose change has significant effects on

the object appearance.

2.3 Registration based on photometry

In optics, photometry is the science of measurement of visible light in terms

of its perceived brightness to human vision. In this dissertation, we will

denote photometry as the study of image formation.

The research in photometry leads to various image formation models,

drawn from empirical observations and theoretical insights. The light that

is reflected by an object surface towards the camera sensors is the result

of a complex relationship between incident illumination, surface reflectance

properties and geometry. The bidirectional reflectance distribution function

(BRDF) is the function that defines how light is reflected at an opaque

surface.

The BRDF was first defined by Fred Nicodemus around 1965 [63] and

widely studied since then. The most popular and simplest BRDF is the

Lambertian model, which is defined along the Lambert’s law. Many fa-
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mous models that account for more complex material (such as the Phong

reflectance [70], Cook-Toorence [76] or Orren-Nayar [60] models for example)

are also available.

The complex mechanisms behind reflectance results in complex BRDF

models. The image formation models then become even more complicated

when combining BRDF models with general illumination. While BRDF

models have been widely used in computer graphics [69] where the illumina-

tion and geometry are perfectly controlled (and often simplified), it is much

more challenging to apply them to computer vision where either geometry

or illumination (sometimes even both) are unknown or approximated.

The recent breakthroughs in BRDF analysis ([4, 75]) allow for more

compact models of image formation, which have been successfully applied

in inverse rendering ([80]) or object recognition. However, using photometry

for the purpose of range image registration is still largely unexplored.

Albedo (or reflection coefficient), for example, is a reflectance property

that represents the diffuse reflectivity or reflecting power of a surface. It is

defined as the ratio of reflected radiation from the surface to incident radi-

ation upon it and depends on solely the object material properties. It is a

photometric property invariant to the pose of the object, the illumination

conditions and the viewpoint, and is thus useful for the purpose of matching.

Recently, Cerman et al. [15] proposed to use albedo for registering pairs of

range images. The method was to use the difference of albedo to match

points across the range images. Though this is the first work that proposed

to use reflectance attributes for range image registration, this point-based

approach is sensitive to data noise and requires precise knowledge on illu-

mination conditions. Therefore it is not practically applicable to real data.
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Chapter 3

Local descriptor using albedo

distribution

3.1 Introduction

The most common approach to registering range images is to find correspon-

dences in points between two overlapping range images and then accordingly

estimate the transformation in aligning the two range images. Several meth-

ods for registering range images can be found in the literature that use

geometric features for computing correspondences in points. However, we

assume that the range images to be registered have simple textured shapes

(like cylinders) and are thus devoid of salient geometric features. Conse-

quently, photometric features in addition to geometric features are required

to compute correspondences in points.

Reflectance properties as a photometric feature are promising because of

their independence of the pose of the object relative to the sensor. Retriev-

ing these properties has provided a major research area in physics-based

vision called reflectance from brightness (with a known shape and illumina-

tion). Cerman et al. [15] recently proposed a method, which we call ICP

using albedo (ICPA), using the reflectance properties (which is the albedo

for Lambertian objects) of the object surface in the standard iterative clos-
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est point (ICP) process. The illumination conditions have to be precisely

known a priori so that the reflectance of the surface of an object can be

accurately retrieved from its shape and brightness. Consequently, the direct

use of albedo values as a matching constraint, as achieved by ICPA, requires

global illumination to be accurately estimated, which is difficult to attain in

practice under real illumination conditions.

We introduce a region-based approach to using reflectance attributes,

namely the albedo, for robust fine registration of Lambertian objects un-

der rough estimates of illumination. Because retrieving the albedo on the

surface of a Lambertian object is sensitive to estimates of illumination, the

albedo of a point cannot be directly used under rough estimates of illumina-

tion. We thus employ the local distribution of albedo for registration. Our

proposed method uses adaptive regions to model the local distribution of

albedo on the object surface, which leads to robust extraction of attributes

against illumination estimates. These regions are grown using a level-set

method, allowing us to exclude outliers and then to define more reliable at-

tributes. We define a robust metric, using the principal component analysis

(PCA) of each region to find correspondences in points. This is a stable and

powerful metric to maximize the number of correct matches, even under

rough estimates of illumination. Moreover, we reject remaining mismatches

by enforcing the rigidity constraint on surfaces and then estimate transfor-

mation using the weighted least squares (WLS) method. Our method has

advantages with rough estimates of illumination and with large amounts

of noise. These advantages allow us to use simple models of illumination

to register range images. Our experiments using synthetic and real data

demonstrate that our method is robust. We assume in this work that the

surfaces’ textures present sufficient saliency to constrain the matching of two

overlapping range images. We do not consider uniform or ’salt and pepper’

textures, or repetitive patterns. We also assume that the objects do not

present self-occlusions, shadows nor inter-reflections. Note that a part of

this work appeared in [91, 95]
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3.2 Related work

During the past few decades, many approaches to registering range images

have been discussed. The most well-known approach to fine registration is

the iterative closest point (ICP) [7, 109]. This method iterates two steps:

it matches each point of the first range image with its closest point on the

other range image, and estimates the transformation between the two range

images using the correspondences in the matched points. The ICP converges

monotonically to a local minimum and therefore requires rough alignment.

Many discriminative geometric features have been proposed ([6, 39, 41, 62,

107]) to achieve robust and accurate alignment. Other approaches based

on graduated assignment such as the ICP Markov Chain (ICPMC) [48] use

maximization of entropy to define a probabilistic model for correspondences

between points. However, even though such methods can deal with complex

3D shapes, they do not work well for simple textured shapes (like cylinders),

which are devoid of salient geometric features.

To overcome the problem with shapes devoid of salient geometric fea-

tures, many approaches using photometric features have also been discussed.

Godin et al. [27] proposed using the dense attributes of range image elements

as matching constraints. Weik [105] proposed using texture intensity gra-

dients and intensity differences. Johnson and Kang [42] proposed dealing

with textured 3D shapes by using color. Okatani et al. [66] proposed us-

ing chromaticity for registration. Brusco et al. [13] proposed incorporating

texture information in the concept of spin-images. Pulli et al. [72] proposed

new mismatch error to improve registration using both color and geometric

information. However, because the color or chromaticity of a Lambertian

surface depends on the pose of the object and illumination conditions, these

methods perform poorly when the change in pose significantly affects the

appearance of the object.

However, the albedo is a photometric property that is unaffected by

the pose of the object, the illumination conditions, or the viewpoint, and

is thus useful for matching. Cerman et al. [15] proposed using the albedo
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difference to match points to register range images. However, this point-

based approach is sensitive to data noise and requires detailed knowledge on

illumination conditions. Therefore it cannot be applied in practice to real

data.

In other approaches, Lowe et al. [50] proposed a scale-invariant feature

descriptor called the scale invariant feature transform (SIFT) that makes

use of differences in Gaussian functions to define the features for key point.

Some variations of SIFT have been proposed to speed up the algorithm

while maintaining the same accuracy. For example, Bay et al. [5] proposed

a descriptor called speeded-up robust features (SURF) that makes use of an

integral image to speed up computation and comparison. Tola et al. [97] also

proposed a local descriptor that can be quickly computed and even be used

in poor quality images. However, as these techniques did not directly use

available 3D information but used 2D information projected from 3D, they

were sensitive to texture deformation caused by projection. In fact, the same

texture captured from different viewpoints produces differently deformed 2D

textures, which makes the use of these techniques problematic. Moreover,

these approaches focused more on computational efficiency than on accuracy.

In contrast to previous work, the method we propose can handle changes

in photometric appearance even under rough estimates of illumination. It is

robust to data noise and can thus be easily applied to real data. Moreover,

it makes use of the albedo distribution as well as normals and 3D point

positions, which leads to accurate and robust results.

3.3 Proposed method

Our proposed method uses the local distribution of albedo on the surface to

define discriminative attributes that are robust to data noise. We define a

similarity metric to efficiently match points in the overlapping part of two

range images and use the rigidity constraint of surfaces to refine matching.

The transformation aligning two range images is then computed using the

WLS approach.
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3.3.1 Overview of proposed method

The registration process is iteratively carried out by successively estimating

rigid transformation, until a convergence criterion is satisfied or a maximum

of iterations is completed. Matches are obtained by evaluating the similari-

ties between attributes of points. These attributes are defined by adaptive

regions representing the local distribution of albedo on the surfaces of ob-

jects. That is, each region represents the shape of the texture patterns

around a point. The region grows inside homogeneous areas and stops at

the border of pattern boundaries. The transformation is then estimated by

minimizing the distances between matching points. Fig.3.1 has a flowchart

of our proposed approach.

Generation of adaptive region Because point-based matching meth-

ods are sensitive to data noise, we propose using information from a local

distribution of albedo. We define attributes, viz., a region, for each point

of two range images that represent the local distribution of albedo around

the point. The region is adaptively defined using a level-set approach and

transformed into their local coordinate system defined by the principal axis.

Evaluation of similarities using the albedo We define a similarity

metric to match points based on their attributes to estimate correspondences

in points between two range images. This similarity metric represents the

photometric similarities of attributes weighted by their geometric similarity.

We define a list of possible matches for each point based on similarity scores

and then dynamically create a list of matches.

Elimination of incorrect matches We eliminate possibly incorrect matches

by using the rigidity constraint of the surfaces. That is, the distance be-

tween two points on the surface does not depend on the pose of the object.

Consequently, the distance between two points in one range image and their

two corresponding points in the other range image should be the same. If

not, the rigidity constraint is violated. We test the rigidity constraint for
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Figure 3.1: The flowchart of our proposed method.
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a match with all other matches and if the number of violations exceeds a

tolerance threshold, the match is eliminated.

Estimation of rigid transformation The matching list that is obtained

is used as the input of a WLS algorithm to compute the current rigid trans-

formation aligning two range images.

This framework allows simple textured range images to be robustly and

accurately registered even with large amounts of data noise and rough es-

timates of illumination. We explain our method in more detail in what

follows.

3.3.2 Generation of adaptive region

We define a region for each point of the two range images to obtain reliable

attributes for each to find correspondences between points. The main idea

here is to obtain a reliable representation of the local distribution of albedo.

Therefore, these regions should be adaptively defined depending on the local

distribution of albedo around the point of interest. Level-set methods, which

are widely used for segmentation, appear to effectively model complex shapes

in textured images and are robust to data noise. Therefore, we adaptively

grow regions using a level-set method.

Level-set method

A region is defined by a contour that we define with a level-set method

(fast marching algorithm [38]). A contour is defined as the zero level-set

of a higher dimensional function called the level-set function, ψ(X, t) (see

Fig. 3.2). The level-set function is then evolved under the control of a

differential equation. The evolving contour can be obtained at any time by

extracting the zero level-set Γ(t) = {X | ψ(X, t) = 0}.
We use a simple form of the level-set equation:

d

dt
ψ = −P (x)‖�ψ‖, (3.1)
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Figure 3.2: Concept of zero set in a level-set.

where P is a propagation (expansion) term. This propagation term of the

level-set function is next defined in terms of a speed image. In our approach,

the propagation of the contour is defined using the gradient of the albedo

such that the propagation term is high in uniform areas and low close to

pattern boundaries. We define the zero level-set as the contour propagated

at a certain time T (for example, T = 0.2 seconds).

Speed image A speed image represents how fast a contour can propa-

gate for every point of the range image. This speed should depend on the

homogeneity of the albedo for every point compared with their local neigh-

borhood. The speed image in the proposed method is computed from the

gradient magnitude image of albedo that is obtained by applying the Gradi-

ent Magnitude filter to the albedo image1. Mapping should be done in such

a way that the propagation speed of the front is very low with high albedo
1We remark that in the case of general shape models, points may not be aligned in

a grid manner and the Gradient Magnitude Filter cannot be directly applied. However,

it is still possible to compute the gradient magnitude image as far as the neighborhood

relationship between points is provided. In fact, we can compute the gradient magnitude

of a point as the sum of the differences in albedo between the point and its adjacent points.

The obtained gradient magnitude image represents the local homogeneity of albedo and

can thus be effectively mapped to the speed image.
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gradients while it speeds up in low gradient areas. This arrangement makes

the contour propagate until it reaches the edges of albedo patterns and it

then slows down in front of these edges.

We employ the Sigmoid function, S, to compute the speed image since it

provides numerous control parameters that can be customized to shape an

accurate speed image. In fact, it has a mechanism for focusing attention on

a particular set of values and progressively attenuating the values outside

that range.

S(I) =
1

1 + e−( I−β
α

)
, (3.2)

where I is the gradient magnitude image of albedo, α defines the width of the

gradient intensity range, and β defines the gradient intensity around which

the range is centered (see Fig. 3.3). As suggested by Ibanez et al. [38], α and

β are found as follows. For the gradient magnitude image, let us denote the

minimum value along the contour of the albedo patterns as K1. We denote

the average value of the gradient magnitude in the homogeneous regions of

the albedo image as K2. Then, β is K1+K2
2 while α is K2−K1

6 . Figure 3.4

shows a concrete example of the albedo, gradient and speed images obtained

using a synthetic data.

Generation of regions

For each point p, we define a time image Tp. For each pixel x of Tp, Tp(x)

represents the time required for the level-set function to propagate from p to

x. Starting from point p, a region is grown by using the four-neighborhood

and by adding points into the region, such that Tp on these points is less than

a threshold (e.g., 0.2 sec) (see Fig. 3.5). The maximum size of the region is

enforced, which allows us to discriminate points in excessively homogeneous

areas.

This region grows in homogeneous areas and stops in front of the contour

of albedo patterns. Consequently, while the size of the region increases, the

homogeneity of the region is preserved. Moreover, the growth of the region is

adapted to the distribution of albedo and to data noise in the neighborhood
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(a) α defines width of window.

(b) β defines center of window.

Figure 3.3: Effects of various parameters in Sigmoid function.
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(a) Albedo image. (b) Gradient image. (c) Speed image.

Figure 3.4: Example of albedo, gradient and speed images obtained using

synthetic data.

(a) Initial state. (b) First step.

(c) Second step. (d) Third step.

Figure 3.5: Adaptively defined region using four-neighbourhood.
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of each point.

We then transform each region into their local coordinate system so that

the comparison between two regions becomes independent of the pose of the

object. That is, we transform a region into the coordinate system defined by

the normalized principal axis computed for this region. Given point x and

its region R(x), the PCA is carried out to obtain the eigenvalues and eigen-

vectors of the covariance matrix of R(x). The three eigenvectors are then

normalized to define a new basis B = (e1, e2, e3) where e1 corresponds to

the normalized eigenvector with the greatest eigenvalue and e3 corresponds

to the eigenvector with the smallest eigenvalue. R(x) is then transformed

to the new basis B to obtain the final attribute of x. We remark that the

transformation is done independently of the color of points inside the region.

As a result, a reliable region is adaptively generated depending on each

point. The local distribution of albedo of 3D points inside this region defines

an attribute for each point. The attributes obtained in this way enhance

robustness in evaluating similarity to find correspondences. Figures 3.6, 3.7

and 3.8 show a concrete example of the different steps in the region growing

process. Figure 3.6 shows the initial state. Two corresponding points in two

overlapping range images are regarded as seed points for the growth of the

regions, and a maximum size of the regions is enforced. Figures 3.7 and 3.8

shows the regions at different time. Namely after the first, the third, the

sixth and the tenth iteration of the region growing process. As expected,

we observed that the regions of two corresponding points grow in a similar

way.

3.3.3 Restrictions on search area

Poor estimates of the albedo are obtained with rough estimates of illumi-

nation. These will particularly be far less useful around the border of the

range images. Consequently, we do not take into consideration points near

the borders of the range images to reduce their influence. We denote the

restricted area of the range image, P , as C(P ).

32



3.3. Proposed method

(a) Range image 1.

(b) Range image 2.

Initial seed points in two range images (in red).

(c) Range image 1.

(d) Range image 2.

Maximum size of the regions (in vivid green).

Figure 3.6: Initial state for the growth of the regions of two matched points

in two range images.
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(a) Range image 1.

(b) Range image 2.

The regions at the first iteration (in red).

(c) Range image 1.

(d) Range image 2.

The regions at the third iteration (in red).

Figure 3.7: The growth of the regions at different time.
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(a) Range image 1.

(b) Range image 2.

The regions at the sixth iteration (in red).

(c) Range image 1.

(d) Range image 2.

The regions at the tenth iteration (in red).

Figure 3.8: The growth of the regions at different time.
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Moreover, we dynamically control a search area (area where a possible

match for p will be searched), Ω(p), for each point p ∈ P in the other range

image Q, whose center is the projection of p on Q (i.e., the point of Q closest

to p in the sense of the Euclidean distance). Ω(p) is defined such that the

closer to convergence registration becomes, the smaller Ω(p) becomes. This

control enhances the stability and accuracy of registration. Ω(p) is defined

independently of C(Q).

Points in large homogeneous areas are not discriminative enough to be

used in registration. Such points are detected using the size of their regions.

Indeed, the regions of such points are close to the maximum given before-

hand. Therefore we do not take into account points whose regions are larger

than 95% of the maximum size of regions.

3.3.4 Evaluation of similarities using the albedo

We define a similarity metric between two points using their attribute to

find correspondences across two range images.

Letting p be a point in C(P ) and q be a point in Ω(p), we denote the

regions corresponding to p and q by R(p) and R(q), respectively. For each

point m ∈ R(p), we define its corresponding point n(m)q ∈ R(q) (Fig. 3.9).

The corresponding point n(m)q is defined by

arg min
x∈R(q)

(‖T (−→pm)−−→qx‖2). (3.3)

For each pair (m,n(m)q), we define a weight ω(m,q) such as

ω(m,q) = 0 if ‖T (−→pm)−−−−−→qn(m)q‖2 > thresh,

ω(m,q) = 1 if ‖T (−→pm)−−−−−→qn(m)q‖2 ≤ thresh,
(3.4)

where thresh is a distance threshold (e.g., 0.4 mm if the resolution of range

images is 0.5 mm). We can similarly define the corresponding point and

weight for each point in R(q).

The similarity function between two points p and q is then defined as
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the weighted sum of the differences of the albedo of corresponding pairs:

L(p, q) =
size(R(p)) + size(R(q))

(
∑

m∈R(p) ω(m,q) +
∑

m∈R(q) ω(m,p))2
×

{ ∑
m∈R(p)

ω(m,q)‖
−−−−→
alb(m)−−−−−−−−→alb(n(m)q)‖22+

∑
m∈R(q)

ω(m,p)‖
−−−−→
alb(m)−−−−−−−−→alb(n(m)p)‖22

}
,

(3.5)

where size(R(·)) is the number of points in R(·) and
−−−−→
alb(m) is the albedo

vector of point m, computed using the Lambertian model of reflectance for

each color channel:

−−−−→
alb(m) =

−−→
c(m)

−−−−−−→
norm(m)�M

−−−−−−→
norm(m)

, (3.6)

where
−−−−−−→
norm(m) is the normal of the surface at point m, M is the illumina-

tion matrix and
−−→
c(m) is the RGB vector of point m.

If p and q are matches and two regions R(p) and R(q) represent the

same part of the object viewed from different viewpoints, then m ∈ R(p)

and n(m)q ∈ R(q) are two sampled points with small distance (the distance

between the two points is smaller than the resolution of the range images)

viewed from different viewpoints. Thus, their albedo is likely to be similar.

Therefore, the function, L, becomes small for points p and q. In contrast, L

increases for points with different regions. As we can see, support by corre-

sponding points inside the region defines the similarity between two points

of interest. This leads to similarity being robustly and stably evaluated.

Note that if
∑

m∈R(p) ω(m,q) or
∑

m∈R(q) ω(m,p) is less than 0.6×size(R(p)),

resp. 0.6×size(R(q)), then the pair, (p, q), is not considered to be a possible

match. This is because if (p, q) is a correct match, we can expect that there

will be a sufficient number of matches between R(p) and R(q). Moreover,

considering computational time, if the bounding boxes of R(p) and R(q)

differ (up to the resolution of the range images), then the pair, (p, q), is not

considered to be a possible match.
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Figure 3.9: Searching for corresponding point of m.
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3.3.5 Matching

We dynamically create a matching list based on similarity scores computed

as explained above. We search for a set of matches such that each point has

at most one corresponding point and that the sum of the scores between all

matches is minimized.

We compute a list of possible matches for each point sorted in the as-

cending order of similarity scores. Taking into consideration computational

time, we enforce a maximum tolerance threshold for possible matches. The

matching list is then iteratively and dynamically constructed. The match

with the lowest similarity score at each iteration is chosen and added to the

matching list. The two matching points are then removed from all the lists

of possible matches and these lists are updated accordingly (resorted). We

iterate this process until no more possible matches remain to obtain the final

matching list.

At the end of this step, we have a reliable and consistent list of matches

that does not contain any isolated points. Indeed, the region grown from an

isolated point is empty and this point will not be a candidate for any match.

3.3.6 Elimination of incorrect matches

The list of matches that is obtained cannot be always directly used as in-

put in the step to estimate transformation. This is because large amounts

of noise or repetitive patterns in the albedo distribution may cause incor-

rect matches. We therefore remove such incorrect matches to enhance the

robustness of estimating transformation further. To evaluate the accuracy

of matches, we use the rigidity constraint of surfaces. This is because the

rigidity constraint does not depend on the intensity or normals and it is

therefore robust against data noise.

For two corresponding pairs, (p, q) and (p′, q′), in the range images P

and Q, we consider point pairs (p, p′) and (q, q′), which represent the same

points viewed from different viewpoints. Assuming that surfaces are rigid,

we can see that distances ‖−→pp′‖2 and ‖−→qq′‖2 should not differ too much. That
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is, we define d by representing the difference between ‖−→pp′‖2 and ‖−→qq′‖2:

d = |‖−→pp′‖2 − ‖
−→
qq′‖2|. (3.7)

If (p, q) and (p′, q′) are correct matches, then d should be smaller than a

threshold, Tdist (e.g., 1.0mm, for a resolution of 0.55mm). This gives us

the rigidity constraint (see Fig. 3.10).

Each pair in the list of matches is evaluated with all the other pairs in

the list. If the number of pairs that violates the rigidity constraint exceeds

a certain percentage, Perc ( e.g., 50%), of the pairs, then the current pair

is considered to be an incorrect match and is removed from the list.

Assuming that the majority of the obtained pairs are correct matches,

this method efficiently removes incorrect matches from the list of pairs ob-

tained in Section 3.3.4. To handle cases where the majority of matches are

incorrect, we dynamically update the parameters, Tdist and Perc, in such

a way that the elimination step is tolerant to mismatches at the beginning

of registration, and stringent against mismatches at the end of registra-

tion. This is because, at the beginning of registration, we may have a large

number of mismatches and only a rough estimate of the transformation is

sufficient. In contrast, as registration becomes more accurate, there are less

mismatches and we aim at eliminating as many mismatches as possible to

refine the estimation of transformation.

Our proposed approach is simpler than RANSAC in implementation. In

fact, the RANdom SAmple Consensus (RANSAC) algorithm iterates the

following three steps until the probability of finding the correct transfor-

mation becomes sufficiently large. (1) Three matches are randomly chosen

among all matches in the list. (2) The rigid transformation aligning the

three matches is estimated. (3) All the other matched points in one range

image are transformed to the other range image using the estimated trans-

formation and the consistency of matched points with the list is evaluated.

The transformation that is the most consistent with the list of corresponding

points is identified as the solution, and matches inconsistent with the solu-

tion are identified as outliers. On the other hand, our proposed technique to
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Figure 3.10: Principle of rigidity constraint.

eliminate incorrect matches requires only to verify the validity of the rigidity

constraint for each pair of matches. We remark that our technique needs

O(n2) operations to remove incorrect matches.

3.3.7 Estimation of rigid transformation

We use the WLS method [49] to estimate transformation as accurately as

possible. It weights each pair with the Euclidean distance between two cor-

responding points during the least squares minimization. These weights rep-

resent the feasibility of the correspondence of paired points. Minimization is

iterated while updating the weight of each pair. The resulting transforma-

tion obtained with this method is more accurate than that with the standard

least squares method.

3.4 Computational complexity analysis

Our proposed algorithm has its input of two range images with N points

and outputs the rigid transformation aligning the two range images. Here

we briefly give analysis on the computational complexity to our proposed

algorithm. We refer to Fig. 3.1 for the different steps of our method and

give the computational complexity for each of these steps.
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The first part of our proposed method (Attribute definition) takes O(N)

operations. We first estimate the albedo of each point of the two range

images using eq. 3.6, which takes O(N) operations. In order to compute the

speed images, gradient images and sigmoid images are computed, which is

also done in O(N) operations. Let Cst denote a given maximum number of

points for a region. Growing the region of a point takes O(Cst) operations

(because we do not compute the propagation time outside the maximum

region). Therefore, computing the region for each point of the two range

images takes O(NCst) operations. Because Cst is fixed during the process,

the computational complexity of the Attribute definition is finally O(N).

The second part of our method (Matching) takes O(N3 log(N)) opera-

tions. For a point p, the corresponding point is searched in Ω(p) , where Ω(·)
is defined in Section 3.3.3. Let ω be the size of Ω(·). For one possible match,

the similarity score is computed in O(Cst2) operations. Thus computing all

similarity scores takes O(NωCst2) = O(Nω) operations (Cst is constant).

The following loop is then executed until no possible match exists: (1) The

list of possible matches is sorted (O(Nω log(Nω)) operations). (2) The best

match is taken and the two corresponding points are removed from the list

(O(Nω) operations). (3) Go to (1) with O((N−2)ω) possible matches. The

computational complexity of this loop is O(
∑i=N/2

i=0 iω log(iω)). We observe

that

i=N/2∑
i=0

iω log(iω) ≤ Nω(log(
i=N/2∏

i=0

i) +N log(ω)) ≤ Nω(log(NN ) +N log(ω))

≤ N2ω log(Nω).

(3.8)

As a consequence, the loop is executed in O(N2ω log(Nω)) operations. Even

though in practice ω is monotonically decreasing at each iteration, ω remains

constant dominated by N in the worst case. Thus ω = O(N) and the com-

putational complexity of the loop becomes O(N3 log(N2)) = O(N3 log(N)).

We then eliminate incorrect matches with O(N2) operations. Thus the com-

putational complexity of the ”Matching part” is finally O(N3 log(N)).
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The computational complexity of the Weighted Least Square algorithm

is O(N2) and thus the total computational complexity of our proposed al-

gorithm is: O(N) +O(N3 log(N)) +O(N2) = O(N3 log(N)).

In this work, we focus on accuracy of the transformation estimation and

leave reducing the computational cost for future work. However, some ideas

are available to reduce the computational cost of our algorithm in implemen-

tation. The computation of each point’s attribute or similarity score is done

independently and thus our method can be highly parallelized. Theoreti-

cally, with an infinite number of processors, the computational complexity

of the ”Attribute definition” part could go from O(N) to O(1) if paral-

lelized. With modern graphic cards, a large number of processors available

would drastically improve the computational time of our technique. It would

also be interesting to use a random algorithm to select possible matches, as

proposed in [27] for example. This would decrease the number of possible

matches and thus speed up the algorithm.

3.5 Experiments

We evaluated our method using synthetic and real data and compared it

with ICPA and ICP using both chromaticity and geometric features (which

we call ICP-CG). This comparative study is thus useful for determining the

effectiveness of different methods of registering overlapping range images of

Lambertian surfaces devoid of salient geometric features. We selected these

two methods for two main reasons:

• ICPA is, to the best of our knowledge, the most recent method that

uses the albedo for registering overlapping range images. Because the

albedo is invariant to changes in object poses under fixed illumination

and fixed viewpoints, it is useful for computing correspondences in

points between overlapping range images.

• ICP-CG2 is the standard algorithm for registering overlapping range
2 The ICP-CG algorithm is an ICP algorithm that uses Euclidean distance and chro-
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images. Because chromaticity is tolerant to some extent against changes

in illumination, using chromaticity in addition to geometric features

improves the accuracy of registration.

Because the objects used in our experiments were simple in shape (like

cylinders), registration using only geometric characteristics did not work

well. Consequently, standard root mean square (RMS) point-to-point Eu-

clidean error was not relevant for evaluating the registration results in our

case. This paper discusses our evaluation of the registration results by com-

paring the transformation we obtained with the ground truth transforma-

tion.

We use an angular measure of errors for rotation like Barron et al. [3]

and the Euclidean error for translation. Let (Rg, Tg) be the ground truth

transformation and (Re, Te) be the estimated transformation with Rg, Re

rotations and Tg, Te translations. A rotation, R = cos(α
2 ) + −→u sin(α

2 ), is

represented using quaternions, where α is the angle of rotation and −→u is

the unit vector representing rotation axis. Let res be the resolution and d

the depth of range images, we define err, which is the error of the obtained

transformation as:

err =
Θd+ ||Tg − Te||

res
, (3.10)

where Θ is the angle between the normalized ground truth rotation Rg

||Rg || ,

and the normalized estimated rotation, Re
||Re|| . The err represents the error

maticity similarity to find corresponding points. At iteration k, the current transformation

Trans aligning the two range images is estimated. For each point p of the range image

P , the projection q of point Trans(p) on the range image Q is found and then the closest

point to p in the sense of chromaticity distance is found in the region Ω(p) as the corre-

sponding point of p, where Ω(p) is defined in section 3.3.3. If σR(x), σG(x) and σB(x) are

the red, green and blue channels for the chromaticity of a point x, then the chromaticity

distance dchrom(p, q), between two points p and q is:

dchrom =
p

(σR(p) − σR(q))2 + (σG(p) − σG(q))2 + (σB(p) − σB(q))2. (3.9)

The obtained list of corresponding pairs is then sorted and only a certain percentage (70%

in the experiments) of the pairs with the best score is kept.

44



3.5. Experiments

in terms of neighboring points. It is thus an objective and informative

criterion to evaluate the accuracy of the different methods of registration.

All results from these experiments have been presented with the estimated

albedo image. We compute the resolution res of a range image as the

average of the 2D distances between adjacent points projected onto the 2D

grid induced by the laser scanner (the depth is not considered). Note that

the resolution is not computed based on neighboring relationship in the 3D

space.

3.5.1 Definition of parameters

ICPA and ICP-CG require three parameters: max it (the maximum iter-

ations for registration), conv thresh (the threshold for convergence), and

percentage (the percentage of matches to be eliminated).

Our proposed method requires five parameters: max it, conv thresh,

and thresh (the threshold to grow the regions), max size (the maximum size

of a region), and tol thresh (the threshold for tolerance to similarity). The

two thresholds, Tdist and Perc, are dynamically defined for the elimination

step depending on the current state of registration. At the beginning of

registration, Tdist = 8×”resolution of the image” and Perc = 70%, and at

the end of registration, Tdist = 2 × ”resolution of the image” and Perc =

30%. The tolerance tol thresh was set to 0.01 for synthetic data and to 0.5

for real data. We remark that the restricted search area in Section 3.3.3 was

equally applied to our method, ICPA and ICP-CG.

3.5.2 Evaluation with synthetic data

We conducted experiments with synthetic data to test the robustness of

the proposed method against data noise and changes in illumination. The

synthetic data were obtained with 3D modeler software (3D Studio Max)

(see Table 3.1). The exact albedo image and the exact illumination, modeled

with a direction and a color vector, were known. The illumination represents

a single distant light-source point. Assuming the object to be Lambertian,

45



3.5. Experiments

Table 3.1: Description of synthetic data.

Nb Points Resolution Expected rot (angle; axis) Expected trans

30650 0.01 mm (18.00; 0.01, 0.99,−0.03) (−0.02, 0.00,−0.01)

(a) First image. (b) Second image.

Figure 3.11: Input synthetic data.

we rendered the brightness at the surface using the Lambertian reflection

model. That is, given the albedo ρ and normal −−−→norm at a surface point,

and light-source direction
−→
l and light-source brightness L, the brightness,

I, at this point is computed as: I = ρL−−−→norm · −→l . We estimated the albedo

using an approximation of the exact illumination to test the robustness of

our proposed method (see Figs. 3.11 and 3.12).

We manually established a rough pre-alignment of the two range images

before applying our method, which allowed us to simulate the case where the

input data were captured from two viewpoints rotationally differentiated by

18.00 degrees around the axis (0.01, 0.99,−0.03) . We used the same sets of

parameters for all synthetic experiments: max it = 10; conv thresh = 0.02

radian; for ICPA, percentage = 30%; for the proposed method, thresh =

0.05 seconds, max size = 0.1 mm and tol thres = 0.1.
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(a) Superimposed input im-

ages.

(b) Registration results with

albedo image.

Figure 3.12: Results obtained with our proposed method in ideal case.

To verify the effects against estimated illumination, we randomly rotated

the direction vector of exact illumination. That is, let the angle between

the perturbed direction vector and the ground truth direction vector of

illumination be (θ, φ), in which φ is a uniform random number from 0 degree

to 360 degrees. We evaluated our method with different values of θ, and

therefore different estimates of illumination. The value of θ was changed

from 0 to 13 degrees by 0.7 degrees. For all values of θ, we applied our

method 30 times under the same initial conditions.

Figure 3.13 plots the quantitative evaluation of registration results in

terms of averages and variances in error in results obtained with different

estimates of illumination. The results obtained with ICPA have also been

shown for comparison. Since ICP-CG failed in registration because of geo-

metrical symmetries in the shape of the object, we did not carry out com-

parative experiments with ICP-CG. As expected, we find that our method

is in average more accurate and more stable than ICPA in estimating trans-

formation on average. The results obtained with ICPA became inaccurate

and unstable as soon as the estimated illumination differed slightly from
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Figure 3.13: Results for various different illuminations. (red: our method,

blue: ICPA)

being exact (for θ greater than 4.2 degrees). The results with ICPA were

largely unsatisfactory when the estimates of illumination were not close to

being exact. In contrast, our proposed approach gained satisfactory results

for θ up to 12 degrees. Note that, in addition to small errors, the variance

was also small, which proves the robustness and reliability of our proposed

approach against noise in illumination. Therefore, we can conclude that it

is more robust to changes in illumination than ICPA. Moreover, for exact

estimates of illumination, our proposed method achieves registration that is

as accurate as that with ICPA.

To verify the robustness of our descriptor against changes in pose, we

evaluated our method under various initial relative poses of the two input

synthetic range images. Namely, we rotated the second range image around

the vertical axis, with different rotation angles, ranging from 1.0 degree to

53.0 degrees. We notice that when the rotation angle increases, the number

of maximum iterations required for convergence increases (starting from
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Figure 3.14: Results for different initial relative poses when the second range

image is rotated in the reverse clock-wise direction.

max it = 10 for a rotation angle of 1.0 degree up to max it = 25 for a

rotation angle of 53.0 degrees). Figure 3.14 and Figure 3.15 show the results

obtained with our method when the second range image is rotated in the

reverse clock-wise direction and in the clock-wise direction (respectively). As

expected, we can see that our proposed descriptor is almost insensitive to

changes in pose. In Figure 3.15, the failure that arises for a rotation angle

greater than 52.0 degrees can be explained by the fact that many points

in the second range image become invisible from the incident light. As a

consequence, most of points do not have their descriptors, which prevents

us from identifying the point correspondences.

Figure 3.16 plots quantitative results of registration obtained with our

proposed method under various noise in intensities where the ground truth

illumination was used. We applied Gaussian noise with a variance σ of

several percent to the average of the image intensities. The value σ was

changed from 0% to 10% by 0.5%. For each different noise intensity, we

applied our method 30 times under the same initial conditions. We observe
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Figure 3.15: Results for different initial relative poses when the second range

image is rotated in the clock-wise direction.

that even with noise with a variance of 9.5%, the largest errors are under

the resolution of the range sensor.

We also conducted intensive experiments under noise added to normals

(Fig. 3.17). We randomly perturbed each normal vectors. That is, let

the angle between the direction of a perturbed normal and a ground truth

normal be (α, φ), in which φ is a uniform random number from 0 degree

to 360 degrees. We evaluated our method with different values of α, and

therefore different perturbations in the normals. The value α was changed

from 0 to 10 degrees by 0.6 degrees. For each different intensity of noise, we

applied our method 30 times under the same initial conditions. We observe

that even with noise of angle 10 degrees, the largest errors are of the same

order as the resolution of the range sensor. We find that our method is

stable against both geometric and photometric noise from these results.

Figure 3.18 has some particular examples of results obtained under dif-

ferent types of noise with our proposed method and with ICPA. The first

example corresponds to noise of 17 degrees added to illumination, where
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Figure 3.16: Results for noise in intensities with our method.

we obtained error of 0.49 with our method and error of 24.39 with ICPA.

The second example corresponds to noise of 10% added to intensity, where

we obtained error of 0.62 with our method and error of 2.43 with ICPA.

The last example corresponds to noise of 6 degrees added to normals, and

we obtained error of 0.62 with our method and error of 5.30 with ICPA.

The quantitative results confirm the improvements in accuracy with our

proposed method than with ICPA.

3.5.3 Evaluation with real data

We conducted experiments using real objects to test the effectiveness of

the proposed method. In addition to ICPA and ICP-CG, we also com-

pared the proposed method with SURF. SURF is a fast and robust well-

known detector and descriptor that is often used for matching points be-

tween overlapping images. SURF uses only 2D gray images and is most

effective for images with large amount of distinctive patterns. Using ap-

proximations of Hessian matrices allows fast detection of distinctive points

at multiple scales. Note that we used the source code for SURF provided at
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Figure 3.17: Results for noise in normals with our method.

http://www.vision.ee.ethz.ch/∼surf/ without modifications.

We employed a Konica Minolta Vivid 910 range scanner, which captures

the 3D shapes and textures of objects. A mechanical system was used to

rotate objects (see Fig. 3.19). The data can obtained using this equipment

are presented in Fig. 3.20. Because the position and orientation of the range

scanner are unknown, it is difficult to obtain the ground truth from the

experimental setup. Accordingly, we manually computed the ground truth

transformation for all data to evaluate the registration results. That is, we

chose about 10 corresponding points in two range images and computed

the transformation that minimized the distance between all corresponding

points. We employed the ground truth obtained in this way to evaluate

errors using equation (3.10).

The proposed method starts with an estimate of the geometric trans-

formation and with a rough estimate of global illumination conditions to

estimate the albedo. The initial estimate of registration is obtained by

just superimposing the two captured range images. Global illumination is

manually estimated roughly by rotating the direction vector of illumination

and changing its brightness, which corresponds to spot light. We used the
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(a) Intensity image. (b) Albedo image. (c) Our method. (d) ICPA.

(e) Intensity image. (f) Albedo image. (g) Our method. (h) ICPA.

(i) Intensity image. (j) Albedo image. (k) Our method. (l) ICPA.

Figure 3.18: Examples of registration results obtained with different types

of noise. From top to bottom: results with 17 degrees of noise added to illu-

mination, those with 10% of noise added to intensities, and results obtained

with 6 degrees of noise added to normals.
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Figure 3.19: Experimental set up to capture range images.

(a) First image. (b) Second image. (c) Superimposed.

Figure 3.20: Range images captured from different viewpoints.
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Table 3.2: Description of data can used for experiment.

Nb Points Res Expected rot (angle; axis) Expected trans

35000 0.55 mm (17.83; 0.00,−0.94,−0.34) (−8.05, 0.41,−1.47)

same sets of parameters for all experiments: max it = 10; conv thresh =

0.002radian; for ICP-CG and ICPA, percentage = 30%; for the proposed

method, thresh = 0.2sec, max size = 5.5mm and tol thres = 0.5. This

means that we do not need extra tuning for the parameters depending on

objects.

We obtained two range images of a rotationally symmetric can that has

a height of about 10cm and a diameter of about 5cm (Fig.3.20). Fig. 3.21

has the gradient image and the speed image computed from the estimate of

albedo. We compared the results obtained with ICPA, ICP-CG, and SURF

(Figs. 3.22 and 3.23) to demonstrate how effective our method is. Note that

the same initial estimate was used for the four methods. The details on data

are listed in Table 3.2 and the quantitative results are listed in Tables 3.3 and

3.4. Nb Points is the number of points in the range image in these tables,

Res is the resolution of the range image, NbMPts represents the number

of matched points at the end of the registration, Final rot is the estimated

rotation after registration, Final trans is the estimated translation after

registration, Error is the error between the estimated transformation and

the ground truth transformation, and Time is the processing time of the

registration. Note that for our method, ICPA and ICP-CG, we had 10 iter-

ations to converge, and we observe that the improvement in the estimations

of transformations became small after 3 iterations.

Because of the lack of geometric features, ICP-CG failed in registering

the two range images. In addition, the registration result obtained with

ICPA is also not satisfactory. The result obtained with SURF is more ac-

curate than those with ICPA and ICP-CG because of the robustness and

discriminative power of the SURF descriptor. However, we observed an er-

ror of about 4 times the resolution of the range images. This comes from
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(a) Albedo first image. (b) Albedo second image.

(c) Gradient image. (d) Speed image.

Figure 3.21: Estimate of albedo, gradient, and speed images.
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(a) Ground Truth.

(b) Our method. (c) ICPA. (d) ICP-CG. (e) SURF.

Figure 3.22: Results obtained with data can using different methods.

(a) Our method. (b) ICPA. (c) ICP-CG. (d) SURF.

Figure 3.23: Zoom in on the square part in Fig. 3.22.
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Table 3.3: Registration results using data can.

NbMPts
Final rot (angle; axis)

Final trans

Proposed Method 2400
(17.83;−0.01,−0.94,−0.34)

(−8.00, 0.38,−1.52)

ICPA 25000
(8.47;−0.02,−0.96,−0.28)

(−5.11,−1.12,−0.95)

ICP-CG 24000
(4.01;−0.06,−0.98,−0.21)

(−2.92,−1.01,−0.57)

SURF 222
(15.33; 0.02,−0.94,−0.35)

(−6.65, 0.16,−1.04)

Table 3.4: Quantitative evaluation of registration, using data can.

Proposed Method ICPA ICP-CG SURF

Error 0.22 10.66 16.53 3.91

Time 3.0 mn 5.2 mn 5.4 mn 0.0 mn
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Table 3.5: Description of data can2.

Nb Points Res Expected rot (angle; axis) Expected trans

94000 0.3 mm (17.52; 0.00,−0.94,−0.34) (−9.16, 0.55,−1.38)

Table 3.6: Registration results using data can2.

NbMPts
Final rot (angle; axis)

Final trans

Proposed Method 838
(17.46;−0.02,−0.94,−0.34)

(−9.06,−0.50,−1.44)

ICPA 44000
(1.60; 0.35, 0.46,−0.82)

(−1.60,−1.36,−0.30)

ICP-CG 44000
(6.69;−0.01, 0.96, 0.29)

(1.50,−0.15,−0.09)

SURF 330
(12.09; 0.05,−0.98,−0.19)

(−5.71,−0.53,−1.41)

the distorted texture patterns due to 2D projection. In contrast, we can

see significant improvements in the registration obtained with the proposed

method. It is remarkable that 15% of matched pairs were eliminated as

incorrect matches in our method and the accuracy obtained was about 0.2

times the resolution of the range images. The error obtained is below the

accuracy of the range sensor; it is not possible to obtain better accuracy

to register these data. When the search area (see Section 3.3.3) was not

dynamically restricted by Ω(·), the results obtained were less accurate for

all ICP variants. Indeed, the errors here were 6.74, 12.83, and 19.96 times

the resolution of the range images, with the proposed method, ICPA and

ICP-CG respectively.

We captured two range images of the same object under the same sit-

uation using a lens with a different focal length to check the effect of the

resolution of range images in our proposed method. The new lens zoomed
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(a) Image 1. (b) Image 2. (c) Superimposed.

(d) Albedo 1. (e) Albedo 2.

Figure 3.24: Range images captured from different viewpoints with zoom

in, and albedo estimations.

Table 3.7: Quantitative evaluation of registration, using data can2.

Proposed Method ICPA ICP-CG SURF

Error 0.42 40.60 55.28 35.6

Time 16.13 mn 31.0 mn 29.6 mn 0.0 mn
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(a) Ground Truth.

(b) Our method. (c) ICPA. (d) ICP-CG. (e) SURF.

Figure 3.25: Results obtained with data can2 using different methods.
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in on the object surface, which increased the resolution of the range images.

Description of the new data can2 is listed in Table 3.5 and Fig. 3.5. Fig-

ure 3.25 has qualitative evaluation of registration and Tables 3.6 and 3.7

list quantitative evaluation of registration. We observe that the results ob-

tained with our proposed method are almost the same even for range images

with different resolutions. This can be understood by the fact that we use

neighborhood relationship to grow regions, which is independent to the res-

olution. Remark that for these data, we changed the parameter max size

to 3.0 mm only to reduce the computational time.

Figures 3.29, 3.30, and 3.31 show the results obtained with the differ-

ent objects called hand, box, and candy. Table 3.8 lists the description of

data before registration. Note that hand has a height of about 20cm and

a width of about 10cm, box has a height of about 10cm and a width of

about 20cm, and candy has a height of about 10cm and a width of about

15cm. Figs. 3.27 and 3.28 show initial estimates of registration and global

illumination. Figs. 3.29, 3.30, and 3.31 compare the results obtained with

our method, ICPA, ICP-CG, and SURF. The quantitative results for these

experiments are listed in Tables 3.9 and 3.10. Identified incorrect matches

were 35% for hand data, 7% for box data and 10% for candy data. Note that

for the data box, we slightly changed the tolerance for outliers. That is, we

set Tdist to be 4× the ”resolution of the image” at the end of registration.

Table 3.11 has the average of computational time required for the dif-

ferent steps of registration for our proposed method, ICPA and ICP-CG.

We used an Intel Core 2 Duo CPU 3GHz and all real data for the experi-

ments. We do not show the time required for the registration using SURF.

This is because when using SURF the registration is almost instantaneous

compared with the other methods. Remark that the computational time

were long compared to standards for registration methods. This is because

we aimed at estimating the transformation aligning two range images as

accurately as possible without considering time consumption. In this sense,

we enforced ten iterations for the registration while in general, with only
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Figure 3.26: Error versus computational time for each iteration during reg-

istration using data can (PM stands for Proposed Method).

three iterations the methods almost converged. If a compromise between

accuracy and processing time is searched, relaxing the threshold value for

convergence will reduce the processing time while the registration accuracy

decreases (we expect that an acceptable compromise will be around three

iterations). In addition, we remark that the processing time of our proposed

method was shorter than that of ICPA and ICP-CG. This is because in our

proposed method, points without discriminative albedo (points in a large

uniform area for example) are not considered in the matching step. As a

consequence, the number of corresponding points obtained after matching

was less with our proposed method and thus the outlier elimination step

required less time.

We also show in Fig. 3.26 the computational time as well as error at-

tained at each iteration during registration for our proposed method, ICPA,

and ICP-CG when using data can (we had similar results for the other data).

We observe that the error drastically decreases after the first few iterations
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Table 3.8: Description of data hand, box, and candy.

Nb Points Res
Expected rot (angle; axis)

Expected trans

hand 50000 0.55 mm
(17.66;−0.02,−0.94,−0.34)

(−7.32, 6.64,−0, 80)

box 100000 0.55 mm
(17.62;−0.02,−0.94,−0.34)

(−4.96,−0.72,−2.06)

candy 50000 0.55 mm
(13.99;−0.02,−0.93,−0.36)

(−11.70, 1.58, 2.82)

with our proposed method. A small error means that the estimated trans-

formation is close to the exact one. The initial estimate of transformation

is far from the exact one and therefore the estimated transformation drasti-

cally changes during the first few iterations of registration with our proposed

method. Consequently, the size of the search area (Ω), which decreases pro-

portionally to the change in the estimated transformation, also drastically

decreases during the first few iterations. Therefore, for each point of the two

range images, the search for the corresponding point is restricted to a small

area after the first few iterations, which decreases the computational time

during the subsequent iterations. In contrast, the error decreases slowly

with ICPA and ICP-CG during the iterations of registration and therefore

the size of Ω also decreases slowly. Consequently, the computational time

for each iteration of registration with ICPA and ICP-CG remains approxi-

mately constant. This explains the reason why the computational time for

our proposed method decreases drastically with the first few iteration, while

in contrast, that for ICPA and ICP-CG remains approximately constant.

Finally, after ten iterations, the computational time of registration with our

proposed method is far less than that with ICPA and ICP-CG.

Methods using only geometric features are not sufficient because of the

lack of discriminative geometric features. Moreover, color information like

chromaticity cannot be directly used because of changes in color due to il-
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lumination. In fact, neither ICPA nor ICP-CG attained satisfactory results

due to data noise and inaccurate estimates of illumination. The SURF could

not accurately register the range images, either. This is because of distor-

tions due to 2D projection (e.g., as seen with data candy). In contrast, our

method succeeded in registering range images with an accuracy of around

the resolution of the range images for all data. Through all these experi-

ments, our proposed method was the most accurate and stable in terms of

the accuracy of estimated transformation.

3.6 Conclusion

We introduced region-based registration of range images using reflectance

attributes obtained under rough estimates of illumination conditions. Our

method stably extracts reliable attributes that capture the local distribution

of albedo on the object surface. These attributes are defined by adaptively

growing regions that are generated using a level-set method. Such attributes

are used to evaluate the similarity of points to robustly obtain correspon-

dences in points even under rough estimates of illumination conditions. Our

method also efficiently removes mismatches by using the rigidity constraint

of surfaces, which enhances the robustness of the registration process. Our

experiments using synthetic and real data demonstrated improvements in

the robustness and the accuracy of registration results under rough esti-

mates of illumination.

In this chapter, we assumed the Lambertian reflectance. However, real

objects do present both Lambertian and specular reflection components.

When the specular component has few impact on the object’s appearance,

using the Lambertian model is justified. However, when the specular compo-

nent plays a significant role in the object’s appearance, the estimated albedo

using the Lambertian model becomes unreliable for matching points across

pairs of range images. In particular, the specular highlights (which are not a

surface intrinsic attribute) are propagated into the albedo estimate. In the

next chapter, we will investigate how to recover albedo from two specular
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(a) First image. (b) Second image. (c) Superimposed.

(d) First image. (e) Second image. (f) Superimposed.

(g) First image. (h) Second image. (i) Superimposed.

Figure 3.27: Initial state for data hand (top), box (middle), and candy

(bottom).
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(a) Albedo first image. (b) Albedo second image.

(c) Albedo first image. (d) Albedo second image.

(e) Albedo first image. (f) Albedo second image.

Figure 3.28: Estimated albedo for data hand, box, and candy.
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(a) Ground truth.

(b) Our method. (c) ICPA. (d) ICP-CG. (e) SURF.

Figure 3.29: Registration results obtained with data hand.

(a) Ground truth.

(b) Our method. (c) ICPA. (d) ICP-CG. (e) SURF.

Figure 3.30: Registration results obtained with data box.
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Table 3.9: Registrations results, using data hand, box, and candy.

NbMPts
Final rot (angle; axis)

Final trans

hand

Proposed Method 2500
(17, 84;−0.01,−0.93,−0.36)

(−7.05, 6.66,−0.66)

ICPA 36000
(17.68;−0.01,−0.93,−0.36)

(−6.90, 6.61, 0.60)

ICP-CG 37000
(17.46;−0.01,−0.94,−0.34)

(−6.80, 6.64,−0.55)

SURF 189
(7.21; 0.26,−0.68,−0.68)

(−4.53, 6.55, 2.63)

box

Proposed Method 12000
(17.75;−0.02,−0.94,−0.33)

(−4.56,−1.11,−2.21)

ICPA 57000
(17.64;−0.03,−0.92,−0.35)

(−0.14,−1.62,−2.15)

ICP-CG 57000
(17.67;−0.02,−0.94,−0.35)

(−1.51,−1.17,−1.98)

SURF 210
(17.39;−0.00,−0.95,−0.30)

(−4.25,−1.63,−2.70)

candy

Proposed Method 2000
(13.72;−0.01,−0.94,−0.35)

(−11.46, 1.43, 2.62)

ICPA 29000
(9.94;−0.03,−0.92,−0.40)

(−10.52, 1.30, 2.54)

ICP-CG 30000
(11.23;−0.01,−0.94,−0.34)

(−10.72, 1.18, 2.33)

SURF 210
(6.83;−0.28, 0.59, 0.75)

(−5.84, 2.45, 1.78)
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(a) Ground truth.

(b) Our method. (c) ICPA. (d) ICP-CG. (e) SURF.

Figure 3.31: Registration results obtained with data candy.

Table 3.10: Quantitative evaluation of registrations, using data hand, box,

and candy.

hand

Proposed Method ICPA ICP-CG SURF

Error 0.82 1.14 1.20 16.02

Time 4.5 mn 9.8 mn 9.7 mn 0.0 mn

box

Proposed Method ICPA ICP-CG SURF

Error 1.27 9.13 6.56 2.96

Time 12.0 mn 44.5 mn 41.1 mn 0.0 mn

candy

Proposed Method ICPA ICP-CG SURF

Error 0.81 5.14 4.03 23.25

Time 4.5 mn 7.7 mn 7.4 mn 0.0 mn
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Table 3.11: Average of time consumption of each step of our proposed

method, ICPA, and ICP-CG, with the percentage of time used for each

step.

Attribute definition Matching Outlier elimination

Proposed
0.03 mn / 0.2% 7.47 mn / 94.8% 0.40 mn / 5.0%

method

ICPA 0.00 mn / 0.0% 14.12 mn / 72.0% 5.49 mn / 28.0%

ICP-CG 0.00 mn / 0.0% 12.46 mn / 72.0% 4.85 mn / 28.0%

range images illuminated by a few unknown point light sources.
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Chapter 4

Estimating Albedo of

Specular Objects

4.1 Introduction

In Chapter 3, we proposed to use local distribution of albedo (i.e. the ratio of

the diffuse reflected light over the irradiance) to enhance robustness for range

image registration, and demonstrated that albedo is a powerful photometric

feature for range image registration of textured objects devoid of salient

geometric features. This is because, contrary to color or chromaticity that

depend on the pose of the object, albedo depends on only the object material.

Though this method achieves robust registration under a rough estimation

of illumination, it is limited to Lambertian objects illuminated by a single

distant light source.

Many registration methods are based on the ICP (Iterative Closest Point)

framework that consists of iteratively refining the transformation until con-

vergence using the current point correspondences between the different im-

ages. Estimating accurate point correspondences is thus a key issue for

this approach and can be decompose into two parts: (1) extracting reliable

and discriminative features and (2) defining a similarity measure to match

points.

72



4.1. Introduction

Albedo at a point can be directly computed when both the diffuse re-

flection and the incident illumination at this point are known. However,

under unknown illumination or if the surface exhibits specular reflections

(like shiny surfaces for example), computing albedo becomes a demanding

problem. As a consequence, the method we proposed in the chapter 3, as

well as previous work that makes use of albedo ([15]), assume the Lamber-

tian surface (diffuse reflection only) and known incident illumination. In

these approaches, specular reflections at the surface of an object are not

considered.

In this chapter, our objective is to estimate albedo from the captured

range images in the challenging situation of specular objects illuminated by

a few unknown point light sources. The proposed method will be used as a

pre-process of registration. For the registration process to work successfully,

sufficient number of feature points with discriminative descriptors need to

be detected. We consider our albedo extraction method to be successful

when the registration achieves accurate result. We assume that two range

images together with color images in different poses are captured from a

fixed viewpoint under fixed unknown illumination conditions (that consists

of a few distant point light sources). We also assume that neither shadows

nor inter-reflections exist and that each light source illuminating the object

produces specular reflections.

We propose a method for extracting albedo from two range images of

a specular object under a few fixed and unknown point light sources. To

compute albedo at the surface, incident illumination and diffuse reflection

components are required. For each range image, we generate candidates of

light source directions, using normals at the surface and local peak of in-

tensity. Illumination consistency on two range images allows us to identify

light source directions among the candidates. The detected light source di-

rections then enable us to define regions where the reflection components are

accurately separated. We compute albedo in these regions and extrapolate

it by using neighboring similarities. In this way, we obtain albedo over the
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range images. The estimated albedo is used as an input of an existing ICP-

like registration algorithm to show the usefulness of our proposed method.

Fig. 4.1 illustrates the flowchart of our proposed method. Our intensive ex-

periments show the effectiveness of the proposed method. The contributions

of this work are (1) an efficient technique to discriminate between specular

highlights and high intensity texture regions; (2) identification of regions

where the reflection components can be separated even under unknown il-

lumination and (3) an extrapolation technique to maximize the amount of

points with estimated albedo. These contributions result in robust and accu-

rate extraction of albedo for range image registration in practical situations,

which enlarges the range of possible situations for registration. We note that

a part of this work appeared in [92, 93, 94].

4.2 Related work

To deal with specular reflections at the surface of an object illuminated

by a few point light sources, recent work on reflectance analysis can be

used. Several methods to separate or decompose reflection components of

textured surfaces can be found in the literature ([46, 58, 81]). For example,

Lin et al. [46] proposed to separate reflection components from a sequence

of images by computing the median intensity of corresponding pixels in the

image sequence. However, this method requires a large number of images

as well as pixel correspondences over all images. It is thus inappropriate for

range image registration.

Tan et al. [89] proposed a method to separate reflection components of

textured surfaces from a single image. By assuming the dichromatic reflec-

tion and a single distant light source, a specular free image is generated by

locally and non-linearly shifting each pixel’s intensity and maximum chro-

maticity. This specular free image has exactly the same geometrical profile

as the diffuse components. Though this method achieves accurate separa-

tion of reflection components, it cannot handle multiple light sources and

high intensity textures.
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Figure 4.1: Basic flow of the proposed method.
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In contrast to previous work, our proposed method can handle changes

in photometric appearance, non-Lambertian surfaces and a few unknown

point light sources even in the presence of high intensity textures.

4.3 Local computation of albedo

Computing albedo at the surface requires diffuse reflection components and

light source directions. When an object is illuminated by a single distant

light source and we are given the corresponding illumination chromaticity,

a method exists that separates the reflection components of the textured

surface [89]. On the other hand, in our case, the illumination environment

is not restricted to a single light source and, thus, such a separation technique

cannot be applied to the whole surface. However, even in the case of multiple

light sources, there exist some regions where the incident illumination can be

approximated by a single light source. We thus divide the whole image into

regions so that we have a region that is approximated by a single light source

illumination. We call such regions non-ambiguous. We can then separate the

reflection components of non-ambiguous regions to locally compute albedo.

We note that a region is called ambiguous if the region is illuminated by

multiple light sources.

4.3.1 Detection of specular highlights

For a smooth surface without high intensity texture, a specular highlight is

centered on the mirror-like reflection direction, which is useful to estimate

incident illumination direction. If the surface exhibits regions with high in-

tensity texture, however, it becomes difficult to distinguish between specular

highlights and regions with high intensity texture. Therefore, we first detect

all highlights at the surface that can be either a specular highlight or a high

intensity texture region. We then employ illumination consistency between

two range images to discriminate specular highlights from high intensity

texture regions.
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4.3. Local computation of albedo

Highlight detection If we consider a region with homogeneous texture,

then a specular highlight will exhibit a local peak of intensity. This is

because the specular reflection component increases as the viewing direction

comes closer to the mirror-like reflection direction. We thus detect local

peaks of intensities at the surface.

Points with lowest intensities in the image are first removed to focus

on only significant specular highlights (with sufficient intensity). Then we

obtain several connected regions. For each connected region, the average avg

and standard deviation std of the intensities are computed, and each pixel x

such that I(x) > avg+std is selected, where I(x) is the intensity at x. Then,

if the current connected region is separated into several connected parts, the

same process is applied to each connected part. The detection stops when

the number of connected regions becomes stable. Each connected region

represents one possible specular highlight.

Specular highlights Some of the detected highlights may be high in-

tensity texture regions, which may cause inaccurate estimation of incident

illumination directions. We first compute light source direction of each high-

light by assuming that all the highlights are specular highlights, and then

employ illumination consistency to discriminate between specular highlights

and high intensity texture regions.

The illumination condition is assumed to be fixed when two range im-

ages are captured. This means that the light source directions producing

corresponding specular highlights are the same in two range images. We

will call this illumination consistency.

Normals at the surface are available for two range images. We can thus

estimate the incident illumination direction that can produce such highlight.

To be more specific, we first compute the average of the incident light vec-

tors in the highlight region, where an incident light vector at a point x is

computed by rotating the viewing directions at a point x around the normal

at point x with an angle of π. This is because for smooth surfaces, the view-
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4.3. Local computation of albedo

ing direction in this region is roughly centered on the mirror-like specular

reflection direction.

The highlight regions are then clustered into groups that are produced by

similar light sources. Namely, consider the sets (H1,j)j∈[0,n1] and (H2,j)j∈[0,n2]

of the highlight regions of two range images, with n1 and n2 the number of

highlight regions. We combine highlight regions using the criterion below:

∀i ∈ [1, 2],∀(j, j′) ∈ [0, ni], if acos(li,j · li,j′) < Thl,

then the corresponding regions are combined,

where li,j is the estimated normalized light direction for the highlight region

Hi,j , (l·l′) is the scalar product of two vectors l and l′, and Thl is a threshold

(for example 10 degrees). When two regions Hi,j and Hi,j′ are combined into

a group, Hi,j′ is added to Hi.j , li,j =
li,j+li,j′

2 and Hi,j′ is removed from the

list of highlight regions.

We then eliminate high intensity texture regions using the illumination

consistency constraint. For each range image, each light source illuminating

the object produces specular reflections. This means that the distribution of

normals at the surface should be wide enough, so that for each light source

there exists at least one region at the surface for which the viewing direction

is close to the mirror-like reflection direction.

Assume a region as a specular highlight in a range image and consider

its corresponding light source direction. If no specular highlights can be

found in the other range image with its similar corresponding light source

direction, then the same light source does not illuminate the object in the

other range image, which contradicts to the assumption of fixed illumination.

Accordingly, we use the criterion below:

∀i ∈ [1, 2],∀j ∈ [0, ni],

if for i′ ∈ [1, 2], i′ �= i,∀j′ ∈ [0, ni′ ] acos(li,j · li′,j′) > Thl,

then the region Hi,j is eliminated.

Fig. 4.2 illustrates the illumination consistency constraint under a fixed view-

point and fixed illumination condition. We notice that we focus on situations
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4.3. Local computation of albedo

Figure 4.2: Illumination consistency constraint.

when the object presents symmetries in its shape. As a consequence, the

geometry of the surface viewed in different pose may be exactly the same,

while its texture changes. That is what is illustrated in Fig.4.2. The color

part highlighted in red corresponds to the texture of the object and thus

moves accordingly to the object pose. By contrast, the color highlighted in

green represents a specular highlight and moves according to the relation-

ship between the object shape and the light source. In this example, both

the geometry and illumination does not change in the two different poses.

That is why the specular highlight (highlighted in green) remains fixed.

We finally obtain consistent specular highlights on two range images with

their estimated incident light direction. These specular highlights are then

used to compute the illumination chromaticity of each light source. The

estimated light sources directions are used to detect non-ambiguous regions

each of which is mostly illuminated by a single dominant light source. Details

of these procedures are given in the next sections.
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4.3. Local computation of albedo

4.3.2 Detection of non-ambiguous regions

For each specular highlight, we have estimated its mostly dominant light

source direction. If the incident illumination of a region is a single distant

light source, we can use the method [89]. We can not, however, directly apply

the method [89] to the whole surface, because the illumination environment

can be composed of multiple light sources. In fact, the method [89] requires

a normalized image that simulates pure white illumination. However, we

cannot obtain a normalized image if the scene is illuminated by unknown

multiple light sources with different colors. This is because the normalization

process is not additive, not even linear.

Since each detected light source is distant from the surface, the incident

light rays coming from one light source is the same for all points at the sur-

face. By using the detected incident light directions, we compute a shadow

map for each detected light source. Namely, for a light L with its directional

vector l = (lx, ly, lz), we define the shadow map S induced by L proportional

to the energy received from L by each point at the surface. More precisely,

for a point x on the surface with normal n and with angle Θ between l and

n, we define

S(x, L) = cosΘ.

We consider a set of light sources {Li}i∈[1:n]. To detect non-ambiguous

regions, we use the criterion below:

x is in a non-ambiguous region if and only if ∃i ∈ [1 : n], s.t ∀j ∈ [1 :

n], j �= i,S(x,Li) ≥ S(x,Lj) and S(x,Li)−S(x,Lj)
S(x,Lj)

≥ β, with β = 1 for example.

For each non-ambiguous region, we attach the light source that emits

the most energy inside this region and regroup regions with the same corre-

sponding light sources. We remark that it is preferable to over-detect am-

biguous regions rather than non-ambiguous regions. This is because errors

in the albedo estimation may propagate during the subsequent extrapolation

process.

As a consequence, we obtain non-ambiguous regions in two range im-

ages in which we can reliably and adaptively separate reflection components
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4.3. Local computation of albedo

Figure 4.3: Definition of non-ambiguous regions.

using a single distant light source. Fig. 4.3 illustrates the detection of non-

ambiguous regions at the surface in the presence of two point light sources.

4.3.3 Estimating albedo of non-ambiguous regions

For each non-ambiguous region, the incident illumination can be approxi-

mated by a distant single light source whose illumination chromaticity can

be estimated. We can thus independently apply the method proposed in

[89] to each non-ambiguous region for separating reflection components of

these parts of the surface. We briefly recall the method proposed in [89].

The dichromatic reflection model at a pixel x can be expressed as:

I(x) = ωd(x)B(x) + ωs(x)G(x), (4.1)

where I = (Ir, Ig, Ib) is the color vector of image intensity, x = (x, y) is the

image coordinates, ωd(x) and ωs(x) are the weighting factors for diffuse and

specular reflections, B(x) represents the color vector of the diffuse reflection

and G(x) represents the color vector of the specular reflection. Note that

we assume that the specular reflection intensity is equal to the illumination
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intensity, without any inter-reflections. The first part of the right-hand side

in (4.1) represents the diffuse reflection component and the second part

represents the specular reflection component. The basic idea for separating

reflection components is to iteratively compare the intensity logarithmic

differentiation of an input image and its specular-free image. We remark

that a specular-free image is an image that has exactly the same profile as

the diffuse image.

The input image should be a normalized image that simulates a pure

white illumination. Accordingly, the input image is normalized by the illumi-

nation chromaticity. To compute illumination chromaticity, several methods

based on color constancy can be found in the literature. In particular, the

method [90] achieves robustness as well as accurate estimation of the illumi-

nation chromaticity by using specular reflection intensity. The specular-free

image is generated by shifting each pixel’s intensity and maximum chro-

maticity nonlinearly. Given a normalized and a specular-free image, the

reflection components are then iteratively separated until the normalized

image has only diffuse pixels.

As a result, a diffuse normalized image is obtained. This estimated

diffuse image is then used, together with the estimated light source direction

corresponding to the non-ambiguous region and the diffuse reflection model,

to estimate albedo in this region.

4.4 Extrapolating albedo into ambiguous regions

Up to here, we have computed albedo in non-ambiguous regions. However,

in ambiguous regions, albedo is still unknown and matching points in these

regions is not yet possible. We remark that albedo has been computed

in several parts in the surface and we expect that several points in the

ambiguous regions have albedo similar to points in non-ambiguous regions.

We thus estimate albedo in the ambiguous region by extrapolating albedo

computed in non-ambiguous regions.

We consider a small region at the surface without specular highlights.
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4.4. Extrapolating albedo into ambiguous regions

The energy reflected at points inside this region is then mostly diffuse. As

a consequence, the chromaticity of points inside this region with the same

surface color is similar to each other. Therefore, by comparing chromaticity

of points inside the regions, we can identify points having similar albedo.

For a point x at the surface, the chromaticity σ(x) of the point x is

defined as follows:

σ(x) =
I(x)

Ir (x) + Ig(x) + Ib(x)
,

where, σ = (σr, σg, σb).

Starting from the diffuse points in the ambiguous region that have a

neighbor in a non-ambiguous region, albedo values are iteratively and lo-

cally extrapolated until the size of the ambiguous region converges to a

constant value. At each iteration, considering a point x at the border of

the ambiguous region, we extract the point y in the neighborhood of x such

that ε = ||σ(x)−σ(y)|| is minimal and albedo of y is known. If ε is smaller

than a threshold Thε (for example Thε = 0.1), then we set the albedo value

of x to the one of y and remove x from the ambiguous region. Namely, we

process as follows:

y = argminp∈V (x)(||σ(x)− σ(p)||),
if ||σ(x)− σ(y)|| < Thε

then alb(x) = alb(y),

and we remove x from the ambiguous region,

where alb(x) is the albedo of point x and V (x) is a neighborhood of x such

that ∀p ∈ V (x), ‖x− p‖2 < ThV and p is in a non-ambiguous region, with

ThV a threshold (for example ThV = 0.06 mm if the resolution of range

image is 0.01 mm). Fig. 4.4 illustrates different stages of the extrapolation

procedure.

As a result, we extrapolate albedo to the rest of points on the surface

that are not inside a specular highlight. We then obtain albedo over the

surface. The estimated albedo thus becomes useful for registering range
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Figure 4.4: Albedo extrapolation.

images. The obtained range image where each point has its corresponding

albedo is called the albedo map.

4.5 Computational complexity analysis

Our proposed algorithm has its input of two range images with N points

and outputs the estimated albedo values for each point of the two range

images. Here we briefly give analysis on the computational complexity to

our proposed algorithm. We refer to Fig. 4.1 for the different steps of our

method and give the computational complexity for each of these steps.

The first part of our proposed method (Local computation of albedo)

takes O(N2) operations. We first detect specular highlights using the illu-

mination consistency between two range images, which takes O(N2) com-

putations. In order to detect the non-ambiguous regions, shadow maps

induced by each incident light source are computed, which is done in O(N)
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operations (assuming the number of incident light sources is always below

a constant value). Therefore, identifying the non-ambiguous regions takes

O(N) computations. Estimating albedo values in each non-ambiguous re-

gion takes O(N) computations, and the computational complexity for the

local computation of albedo is finally O(N2).

The second part of our method (Albedo extrapolation) takes O(N) op-

erations. We use a constant size ThV for the neighborhood V (·) of a point

(see section 4.4). Therefore, for each diffuse point of the ambiguous regions

of the range images, identifying its corresponding point in its vicinity is

done in constant time (O(1)). The computational complexity of the albedo

extrapolation step is thus O(N).

4.6 Experiments

In order to show the usefulness of our method, we use our estimated albedo

image as an input of the range image registration method we proposed in

Chapter 3. We recall that the method we proposed in Chapter 3 uses adap-

tive regions defined from the local distribution of albedo. A similarity metric

between two points of interest is then defined based on the albedo similar-

ity of corresponding points inside the regions weighted by the geometric

similarity of the regions.

Because objects used in our experiments have a shape devoid of salient

geometric properties, the registration using only geometric characteristics

does not work well. As a consequence, the standard RMS using point-to-

point Euclidean distance errors is not relevant to evaluate the registration

results in our case. In this work, we evaluate registration results by com-

paring the obtained transformation with the ground truth transformation.

As proposed in Chapter 3, we use the combination of the angular mea-

sure of errors for the rotation and the standard Euclidean error for the

translation, weighted by the resolution of the range images (3.10). In these

experiments, all results are shown with estimated albedo images.
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4.6.1 Evaluation with synthetic data

We conducted experiments with synthetic data to evaluate the robustness of

our proposed method against changes in illumination conditions and noise

in both normals and intensities. The synthetic data were obtained with a

3D modeler software (3D Studio Max), each range image had about 30000

points with a resolution of 0.01 mm. The exact albedo image is known. We

simulated intensity at the surface with a known specular reflection compo-

nent and synthetic light sources using the Torrance and Sparrow reflection

model [59].

Before applying our method, we manually established a rough pre-alignment

of two range images. This alignment allowed us to simulate the case where

the input data were captured from two different viewpoints rotationally dif-

ferentiated by 18.00 degrees around the axis (0.006, 0.999,−0.026) and with

a translation of (−0.02, 0.00,−0.01).

In order to see the effects against data noise, we randomly transformed

the normals and intensity of the two range images. More precisely, let the

latitude and longitude angles between the direction of the perturbed normal

and the ground truth normal be (α, φ), in which φ is a number uniformly

generated from 0 degree to 360 degrees. The normals were perturbed with

different values of α. On the other hand, the surface intensity was perturbed

with Gaussian noise with 0 mean and λ variance, where λ is a percentage

of the average over the ground truth intensity of the surface.

We evaluated our method with different values of α and λ. The value α

was changed from 0 to 7 degrees by 0.6 degrees. The value λ was changed

from 0 to 5 percents by 0.25 percents. For each values of α, λ, we applied

our method 50 times under the same initial conditions.

Figure 4.5 shows quantitative evaluation of registration results under

various different level of noise in both normals and in intensity. Our method

achieves robustness for both noise in normals and intensity. We observe

that even with a noise in intensity of variance 5%, the largest error remains

under 0.5 times the resolution of the image. For noise in normals, we observe
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that even with a noise of variance 7 degrees, the largest error remains under

1.0 times the resolution of the image. Fig. 4.6 shows an example of the

input range images and the estimated albedo. In this example, we obtained

and error of 0.2 times the resolution of the image. We observe that the

registration achieves accuracy of the same precision of the acquisition device

accuracy. We also observe that as expected, the specular effects are correctly

removed and that the features are globally invariant to the viewpoint, the

pose of the object and the illumination. Moreover, the obtained albedo is

consistent for the two range images.

In order to see the effects against illumination conditions, we rendered

two images with various kinds of illumination. The light source direction is

computed using the normal at a point x and the viewpoint, and the light

source position is defined at an arbitrary distance on the light direction.

This is because we need specular highlights at the surface and we prefer to

choose a random point x at the surface that represents the perfect specular

reflection from the viewpoint, rather than choosing the position of the light

source randomly.

We changed the position between the specular highlights that define the

light source directions. One light was fixed and considered as a reference

light. We then evaluated our method with three different values of d, where d

is the distance of two different specular highlights: 1.2, 1.0 and 0.8. For each

value of d, our method was applied 50 times with a random light direction.

Table 4.1 shows the results obtained with our method. The value Ratio is

the ratio of ambiguous points over the total number of points in the two

range images. We observe that the largest error remains under 1.0 time the

resolution of the image. Figs. 4.7 illustrates the estimated albedo obtained

with our method when using two light sources with d = 1.0. For comparison,

the result obtained with the method proposed in chapter 3 is also shown.

The method proposed in chapter 3 had an error of 24.8 times the resolution

of the image. In contrast, the method proposed in this chapter obtained

accurate result, with an error of 0.244 times the resolution of the image. We

87



4.6. Experiments

(a) Noise in intensities.

(b) Noise in normals.

Figure 4.5: Results under various noise.
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(a) (b)

(c) (d)

Figure 4.6: The input synthetic data and estimated albedo images. (a) input

image 1 and (b) its estimated albedo image. (c) input image 2 and (d) its

estimated albedo image.
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Table 4.1: Results obtained with two light sources.

d Error Variance of Error Ratio Variance of ratio

1.2 0.886 0.194 0.445 0.041

1.0 0.315 0.022 0.406 0.066

0.8 0.467 0.088 0.354 0.048

observe that the ratio of ambiguous points was of 0.393 in this experiment.

4.6.2 Evaluation with real data

We also conducted experiments using real data. We evaluated our method

by comparing with registration results obtained using the albedo image com-

puted with the diffuse reflectance method. We also compared with registra-

tion results obtained using chromaticity. We selected these two comparison

methods for the reasons below.

• To our best knowledge, existing methods that make use of albedo

for registering overlapping range images (like proposed in [15] and

in chapter 3 for example) approximate the reflection model with the

diffuse reflection model. This approximation is relevant for many types

of objects when the viewpoint is far from the mirror-like reflection

direction. It is thus often useful to compute albedo for registering

overlapping range images.

• Chromaticity is tolerant to some extent against changes in illumina-

tion. Using chromaticity for registering overlapping range images is,

therefore, more reliable than using brightness of the object.

We employed a Konica Minolta Vivid 910 range scanner, which captures

the 3D shape and the texture of an object. A mechanic system was used for

object rotations. Because the position and orientation of the range scanner

are unknown, it is difficult to obtain the ground truth from the experimental

setup. In order to obtain the ground truth, we manually chose about 10
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(a) (b)

(c) (d)

Figure 4.7: Simulation with two light sources. (a) input image; (b) our

albedo image in non-ambiguous regions; (c) our obtained albedo image; (d)

albedo image using the diffuse reflection model.
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Table 4.2: The ground truth transformation for data globe.

Exp Rotation Expected Translation

(22.49, 0.02, 0.94, 0.33) (9.32, 0.12,−1.54)

Table 4.3: Results obtained for the data globe.

Error Rotation Translation

Proposed method

0.54 (22.32, 0.03, 0.94, 0.33) (9.11, 0.21,−1.49)

Diffuse reflection model

0.90 (22.38, 0.02, 0.95, 0.32) (9.00, 0.22,−1.39)

Chromaticity

1.61 (22.10, 0.04, 0.92, 0.30) (8.90,−0.09,−1.46)

corresponding points in two range images and computed the transformation

that minimizes the distance between each corresponding points. We used

this ground truth to evaluate errors using equation (3.10). We note that for

this experiments we took care not to have saturated pixels and to remove

the gamma correction of the camera.

We obtained to range images of a sphere with specular reflection com-

ponents under fixed and uncontrolled illumination (Fig. 4.8). Fig. 4.8 shows

estimated albedo images. Each range image had about 31000 points with

a resolution of 0.53 mm. The ground truth transformation is shown in Ta-

ble 4.2. The results obtained with three methods are shown in Fig. 4.9. The

quantitative results of the registration by the three methods are shown in

Table 4.3.

As we can see in Table 4.3 and in Fig. 4.9 (c), using chromaticity to es-

tablish matches between two range images of a specular object with different

poses does not work. Indeed, the specular highlights are not removed, which

tends to degrade the accuracy of matching. Similarly, the diffuse approxima-

tion performed worse than our proposed method. The specular reflections
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8: The data globe. Input image 1 (a) and 2 (b). Albedo of image 1

in non-ambiguous regions (c) and after extrapolation (d). Albedo of image 2

in non-ambiguous regions (e) and after extrapolation (f). Ambiguous regions

are displayed in vivid green.
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(a) (b) (c)

Figure 4.9: Results obtained with different methods. (a) our method; (b)

using diffuse reflection model; (c) using chromaticity.

at the surface are ignored in the diffuse reflection model. In fact, we can

observe in Fig. 4.9(b) that the specular highlights are present. These remain-

ing specular highlights degraded the accuracy of matching. On the contrary,

our proposed method successfully removed the specular highlights and, at

the same time, estimated the albedo for almost all surface points. The ob-

tained albedo image (see Fig. 4.9(a)) is thus reliable and accurate enough

for matching points. The quantitative results also confirm the effectiveness

of our proposed method.

4.7 Conclusion

We presented a method for estimating albedo of specular surfaces for the

purpose of range image registration of specular objects devoid of salient ge-

ometric properties under unknown multiple point light sources. By using

highlights at the surface and illumination consistency on two range images,

we estimated the incident illumination. We then used the illumination infor-

mation and the dichromatic model of reflection in order to locally estimate

albedo. Locally estimated albedo was then extrapolated into the whole sur-

face to obtain reliable albedo map. A range image registration technique

was then used to estimate the transformation aligning two range images.

Experiments using synthetic data and real data confirmed the efficiency of

our proposed method.
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In this chapter as well as in Chapter 3, we assumed the surrounding

illumination to be composed of only a few point light sources. Such kind of

illumination is rather limited since the surrounding illumination generally

presents extended light sources. Under general illumination, however, the

mechanisms behind image formation are complex (even for the Lambertian

reflection). Estimating photometric features from unregistered range images

under unknown general illumination is not possible and so is matching points

across range images using photometric features under unknown general il-

lumination. However, matching features is not the only way we can take

for registering overlapping range images. In particular, a similarity metric

between two overlapping range images that makes use of photometry is yet

to be defined. In the next chapter, we will investigate the derivation of a

global photometric metric, independent to illumination, which evaluates the

quality of a given rigid transformation aligning a pair of overlapping range

images.
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Chapter 5

Photometric metric under

unknown lighting for range

image registration

5.1 Introduction

The mechanisms behind image formation are complex and estimating albedo

from a single range image under unknown illumination is impossible. As a

consequence, using photometric features to match points across range im-

ages as proposed in the previous chapters has limited range of applications.

However, matching points across the range images is not the only way we

can take for registration.

In this chapter, we exploit the use of photometry to successfully regis-

ter two overlapping range images with color of an object’s surface devoid

of salient geometric features under general and distant, unknown lighting.

Differently from the methods proposed in the previous chapters, we do not

explicitly search for the point correspondences across the range images but

rather derive a photometric evaluation function and search for the transfor-

mation that minimizes the evaluation function. This expands applications

such as on-site modeling of archaeological objects (whose surfaces often ex-

96



5.1. Introduction

hibit symmetries). We consider the situation where the object pose changes

during acquisition, while the viewpoint and illumination stay fixed. We as-

sume a Lambertian reflection with no inter-reflections, nor any cast shadows.

When an object’s surface lacks discriminative geometric features, pho-

tometric features are used to guide the registration ([5, 66]). In particular,

illumination-invariant photometric features are preferable. Without known

correspondences between two range images or without known illumination,

however, computing such features is not possible. Therefore, the ICP-like

approach where photometric features are used to find correspondences does

not work under unknown lighting.

Another approach to registration can be found where alignment is achieved

by minimizing a cost function ([10, 68]) without using explicit point corre-

spondences. In general, the cost function is based on re-projection error.

Defining such functions for 2D images has been widely studied and famous

methods such as the cross-correlation method are available. However, defin-

ing a photometric metric for 3D images remains an open challenge.

We propose a novel photometric metric for registering two range images

of an object lacking in geometric features under unknown lighting and show

its usefulness with a practical registration method. The spherical harmonics

give a compact yet accurate representation of image formation. For a given

transformation and its induced point correspondences, this representation

allows the estimation of illumination and albedo, both of which are used

with one range image to synthesize the color image of the other range image.

The difference between the synthesized color images and the captured color

images (we will refer to it as the photometric re-projection error) defines our

photometric metric without using any a-priori information on the incident

lighting. This function evaluates the consistency of the relationship between

geometry, texture and illumination.

We use a hypothesis-and-test registration method to demonstrate the

usefulness of our proposed photometric metric. Our method carries out reg-

istration not by estimating transformations from point correspondences but
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5.2. Related work

by generating transformations and evaluating them to find the best one. A

transformation is defined by a triplet of correspondences, and with about

104 points in each range image, we have potentially around 1012 possibili-

ties. Directly evaluating each possibility is thus computationally unrealistic,

even using RANSAC-like methods. To efficiently generate transformations,

we use the spherical representation of each range image. The sphere is home-

omorphic to a close-zero genus surface, and a natural and efficient represen-

tation for a 3D surface. Over the sphere, we generate rigid transformations

and evaluate them to reach the best one for the final result.

Though for a closed surface1 its spherical representation is pose-invariant,

it is not the case for range images (which represent non-closed surfaces).

Therefore, the rigidity of a transformation defined in the spherical domain

is not inherited in the original domain. We thus iteratively refine the spher-

ical representation throughout our registration process not to miss any rigid

transformation.

The contribution of our work is two-fold: (1) we derive a photomet-

ric function to evaluate given transformations under general and distant,

unknown lighting; and (2) we demonstrate the effectiveness of our photo-

metric metric by implementing a practical registration method using the

hypothesis-and-test search strategy. To the best of our knowledge, this is

the first work that registers range images devoid of salient geometric fea-

tures under general and distant, unknown lighting using photometry. We

note that a part of this work appeared in [96].

5.2 Related work

In general, pair-wise registration methods can be divided into two categories:

(1) the one that search for the best correspondences between points of the

two range images to find the best transformation; (2) the one that search

for the best transformation as the minimum of a cost function. While the
1A closed surface is defined as a surface that is compact and without boundary; a

non-closed surface is a compact surface with boundary.
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methods that fall into the first category are in general efficient, methods

falling into the second category are in general more robust and accurate.

5.2.1 Registration using point correspondences

In general, methods falling into the first category consist of feature detection

and description, followed by feature matching (the transformation aligning

two range images is then estimated using the obtained correspondences).

The iterative closest point (ICP) [7] and its variants are popular methods

where points are matched to their closest point. The list of correspondences

is iteratively updated until the estimated transformation converges to a sta-

ble solution. The major drawback of ICP is that it may get trapped in local

minima and thus depends highly on the initial alignment.

Many interest point detectors and feature descriptors have been pro-

posed in the last decade to establish point correspondences using color-like

features. In early work, Johnson and Kang [42] or Okatani et al. [66] pro-

posed to use color or chromaticity to match points. However, color and

chromaticity of a point are not distinctive by themselves and good quality

of correspondences cannot be achieved.

The SIFT and SURF descriptors ([5, 50]) are the most popular textural

features, which are extensively used for aligning 2D images. They are scale-

invariant feature descriptors that make use of difference of Gaussian (for

SIFT) and integral images (for SURF) to define features for each keypoint.

However, they are 2D features and thus suffer from projective distortion

when used to align range images. Seo et al. [86] extended the SIFT fea-

ture for range image alignment by accounting for the projective distortion.

However, SIFT-like methods do not account for changes in pose-illumination

relationship, but rely on the color normalization assumption (i.e. intensity

changes uniformly with changes in illumination, and normalization of fea-

tures with respect to the overall intensity is sufficient). The above mentioned

methods thus all suffer from changes in pose-illumination relationship.

In the previous chapters, we explored the use of albedo for range im-
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age registration. We proposed a robust feature descriptor based on adap-

tive regions using albedo and a technique to estimate albedo for specular

objects illuminated by a few unknown point light sources. However, this

approach assumes known illumination or a few unknown point light sources.

In practical situations, however, illumination is more complex and difficult

to estimate.

In a broader sense, photometry states for the relationship between ge-

ometry, reflectance properties and incident illumination. As a consequence,

from a single range image it is not possible to estimate one of the three

without knowing the others. Therefore, the feature-based approach, where

features are computed for two range images independently, fails in some

situations when illumination is not known.

5.2.2 Registration by minimizing a cost function

Matching features is not the only way we can take to align range images.

Other transformation search methods can be found in the literature where

a cost function is minimized over a parameter space. Some use optimiza-

tion strategy such as Gauss Newton ([10, 31, 39, 68]), and some use the

hypothesis-and-test strategy such as RANSAC or brute-force search ([21]).

In [31], for example, the similarity measure is defined as the cross correlation

of the spherical representations of surfaces, and it is customized according

to the surface-intrinsic attributes while the spherical harmonics speed up

the optimization process. The former is efficient but sensitive to the initial

alignment while the latter does not depend on initialization even though it

may be less efficient.

Several geometric cost functions, as well as 2D textural cost functions

have already been explored. However, less work has been done on defining

a 3D photometric metric for aligning pairs of range images, and as far as we

know no photometric metric under unknown lighting has been reported.
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Figure 5.1: Procedural evaluation of a given transformation.

5.3 The photometric metric

When geometry alone is not sufficient to discriminate between good or bad

relative orientations of range images, photometry should be used. We intro-

duce our photometric metric under unknown lighting that does not compare

features but compute re-projection error. By doing so, we simultaneously

take into account geometry, reflectance properties and illumination to derive

a metric that makes full use of photometry. Figure 5.1 illustrates the deriva-

tion of our proposed metric. A brief review on image formation modeling

using spherical harmonics is given in Section 5.3.1. Then, we introduce our

photometric metric in Section 5.3.2 and discuss the point correspondence

identification in Section 5.3.3.
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5.3.1 Review of spherical harmonics representation

The spherical harmonics have been shown to be a powerful tool to model

image formation [74], and, for the Lambertian reflectance, up to the second-

order spherical harmonic expansion is known to be sufficient to approximate

the image formation with more than 98% accuracy [4]. We briefly recall the

principles of the spherical harmonics representation and refer to [4] for more

details.

We consider a convex, Lambertian object illuminated by distant isotropic

lights. The intensity of the reflected light is known to be a function of the

normal and albedo. Namely, according to the Lambert’s law and for an

incident light ray 
l of intensity l, the intensity of the reflected ray at a point

x, is lmax(cos(θ), 0), where θ is the angle between the incident light ray and

the normal at the surface at point x. Then, the irradiance E(x) at a point

x for a distant global illumination L and the diffuse reflection kernel2 R is

given by an integral over the sphere.

E(x) =
∫ 2π

0

∫ π

0
L(θ, φ)R(Gx(θ, φ))sin(θ)dθdφ, (5.1)

where (θ, φ) are the incident angles in the global coordinate system and Gx is

the transformation from the global coordinate system to the local coordinate

system centered around the normal of the point x.

The irradiance at a point x is then scaled by the albedo ρ(x) to have

the color of the point: I(x) = ρ(x)E(x). We remark that the irradiance can

be viewed as the convolution over the sphere of the incident illumination

L and the reflection kernel R. Equivalently to the Fourier series for the

circle, the spherical harmonics are a convenient tool to examine the convo-

lution over the sphere. They allow a compact representation of the image

formation. Namely, the color I(x) of a point x on the Lambertian surface

is approximated as

I(x) ≈ ρ(x)
2∑

l=0

l∑
m=−l

Ll,mRl,m(x), (5.2)

2R(θ) = max(cos(θ), 0).
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5.3. The photometric metric

where Ll,m and Rl,m(x) represent the spherical harmonic coefficients of L

and R ◦Gx, respectively ( ◦ stands for the function composition operator).

We notice that the spherical harmonic coefficients Rl,m(x) of the Lambertian

reflection kernel R ◦Gx are known as functions of the normal at point x [4].

5.3.2 Evaluation metric for a transformation

We use the spherical harmonics representation of image formation to derive

our photometric evaluation metric for a given rigid transformation. We

remark that our photometric metric does not suffer from scale ambiguity

that arises when estimating photometric features, neither requires any a-

priori information on the incident illumination.

A given transformation between two range images (range images 1 and

2) induces point correspondences across the two images. By contrast with

[88] where the popular Lambertian reflection model is used, we use the

spherical harmonics representation of image formation to derive a linear

system from the point correspondences with the illumination as unknown.

It is thus straightforward to obtain an estimate of the illumination with

respect to the given transformation. The estimated illumination allows us

to compute albedo at points of the range images, which is transferred to

their corresponding points. The transferred albedo are used together with

the estimated illumination and geometry to synthesize colors of the two

range images. The synthesized colors are then compared with the captured

colors of the two range images to evaluate the photometric consistency (i.e.

photometric re-projection error) of the alignment induced by the given rigid

transformation.

Let T , (xi,Γ(T (xi)))i∈[0,n−1] and (Γ(T−1(yi)),yi)i∈[0,m−1] respectively

denote a given transformation and the induced point correspondences, where

xi ∈ R3 belongs to range image 1 (denoted as I1), yi ∈ R3 belongs to

range image 2 (denoted as I2) and Γ denotes the point correspondences

identification operator (see Section 5.3.3). If T accurately aligns the two

range images, then two corresponding points represent the same point of
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the surface viewed in different poses, and their albedo is the same ρ(xi) =

ρ(Γ(T (xi))) (similarly ρ(yi) = ρ(Γ(T−1(yi)))).

R is known and depends on only the surface normals. Therefore, using

(5.2), we can derive a linear system (5.3) with L as unknowns, where L is

a row vector in 9D and M is a 9× (n+m) matrix, where n and m are the

number of corresponding points from range images 1 and 2 respectively.

LM = 0, (5.3)

where L = [L0,0, L1.−1, L1,0, L1,1, L2.−2, L2,−1, L2,0, L2,1, L2,2] and

M = [Mi]i∈[0,n+m−1] with

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Mi = [I1(xi)R0,0(Γ(T (xi)))− I2(Γ(T (xi)))R0,0(xi), · · · ,
I1(xi)R2,2(Γ(T (xi)))− I2(Γ(T (xi)))R2,2(xi)]� if i < n

Mi = [I2(yi)R0,0(Γ(T−1(yi)))− I1(Γ(T−1(yi)))R0,0(yi), · · · ,
I2(yi)R2,2(Γ(T−1(yi)))− I1(Γ(T−1(yi)))R2,2(yi)]� if n ≤ i < n+m.

The matrix M is known, and we can estimate the illumination L̃(T ) with

respect to the given transformation T using the SVD, up to an unknown

scaling factor λ (λ �= 0). We can then estimate albedo of each point.

ρ(x) =
1
λ

(
I(x)∑2

l=0

∑l
m=−l L̃l,m(T )Rl,m(x)

)
. (5.4)

A given transformation is not likely correct in most cases. Therefore, con-

trary to the case where correspondences are assumed to be perfect ([88]), we

need to carefully choose an attribute for our evaluation. For example, com-

paring the estimated albedo of corresponding points is not effective. This

is because the photometric solution for a given transformation has scale

ambiguity, and regardless of the relationship between geometry, illumina-

tion, and albedo, a solution with a small scaled albedo always gives better

results. Namely, the re-projection error ‖L̃(T )M‖ or the residual error in

albedo ‖ρ(xi)− ρ(Γ(T (xi)))‖ is different for L̃ and λL̃, with λ �= 1 while L̃

and λL̃ correspond to the equivalent photometric solution. We thus use the
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captured color images as the ground truth to evaluate the transformation

T . This is justified by the fact that the estimated photometric properties

should be coherent with the correspondences and the captured images.

Corresponding points (xi,Γ(T (xi))) should have the same albedo if T is

accurate. We thus synthesize the color of xi in range image 1 as follows:

Ĩ1
T (xi) = ρ(Γ(T (xi)))

2∑
l=0

l∑
m=−l

L̃l,m(T )Rl,m(xi). (5.5)

Similarly, we synthesize the colors Ĩ2
T (yi) of points yi in range image 2.

We now define our photometric re-projection error of T .

Eval(T ) =
∑n−1

i=0 ‖I1(xi)− Ĩ1
T (xi)‖+

∑m−1
i=0 ‖I2(xi)− Ĩ2

T (xi)‖
n+m

. (5.6)

We remark that the unknown scaling factor λ that arises when estimating

albedo in (5.4) is no longer present in (5.6).

We notice that the shape of Eval depends on T . Namely, Ĩ1
T and Ĩ2

T

change even for the same point depending on T . Thus, the derivation of Eval

is procedural and we do not have an analytical formula for the function. In

addition, Ĩ1
T and Ĩ2

T are only piece-wise continuous with sufficiently similar

transformations. This is because the distribution of albedo over the surface

is only piece-wise continuous. As a consequence, the values of the entries of

the matrix M in (5.3) vary piece-wise continuously with sufficiently similar

transformations and so does the estimated photometric properties as well as

the synthesized images Ĩ1
T and Ĩ2

T .

5.3.3 Point correspondences identification

Every time our photometric evaluation function is computed, we have to

identify the point correspondences from the given transformation T . Equiv-

alently, we have to define the operator Γ. Though it is a simple task, it is

the most time consuming for evaluating a given transformation. It is thus

of major importance to perform it as fast as possible. We propose to use

the projection operator of 3D points to a virtual image plane to realize fast

point correspondences estimation.
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We consider a virtual camera and denote by K and S, the intrinsic and

extrinsic parameters (respectively) of the virtual camera. We first create

a look-up table for each range image with respect to the virtual camera.

Namely, for each range image, each entry of the look-up table takes the list

of points that project to the corresponding pixel in the image plane of the

virtual camera. To be more precise, let us consider a point y in range image

2 (represented using the quaternions) and the corresponding look-up table

L T2. Then the coordinates (i, j) of the corresponding pixel in the virtual

image plane are obtained as (i, j, 1) = KSy, and the point y is appended to

the list L T2(i, j). Thereafter for a given transformation, we search for the

closest points from range image 1 to range image 2 as follows: (1) a point x

of range image 1 is transformed by the given transformation (y = Tx); (2)

the point y is projected into the virtual camera plane ((i, j, 1) = KSy); (3)

Γ(x), the closest point of x in range image 2, is searched inside the list of

the corresponding entry of the look-up table of range image 2 (L T2(i, j)).

Searching for the closest points from range image 2 to range image 1 is

carried out similarly.

By using a virtual camera such that one entry in the look-up tables does

not contain more that an arbitrary fixed number of points, we can ensure

that the point correspondences identification between the two range images

is done in O(n+m) operations, with n and m the number of points in range

images 1 and 2, respectively. This can be done by increasing the resolution

of the virtual camera. A too high resolution of the virtual camera, how-

ever, may result in holes in the look-up tables, which may prevent us from

finding the corresponding points. We thus set the intrinsic K and extrinsic

S depending on the intrinsic parameters of the scanning device. Because

of possible errors in the estimated scanning device parameters, we choose a

resolution for the virtual camera equal to half the one of the scanning device,

for better stability in the point correspondences identification. Namely,
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K =

⎛
⎜⎜⎝

f · mx
2 γ u0

2

0 f · my

2
v0
2

0 0 1

⎞
⎟⎟⎠ (5.7)

S =

⎛
⎜⎜⎜⎜⎜⎝

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎞
⎟⎟⎟⎟⎟⎠ , (5.8)

where f is the focal length, mx and my are the scale factors relating pixels to

distance, γ represents the skew coefficient between the x and y axis (which

is often 0), u0 and v0 represent the principal point (which would be ideally

in the centre of the image) of the scanning device.

Stable points identification Since range images are acquired by chang-

ing the poses of an object, even points in the overlapping area may not

correspond exactly. This is due to different digitization of the overlapping

area depending on the pose. As a consequence, even for the best transfor-

mation aligning the range images, there may be some point correspondences

(x,Γ(T (x))) that do not satisfy the statement ρ(x) = ρ(Γ(T (x))). This is

because the distribution of albedo at an object’s surface is not continuous.

In such a case, the quality of the estimated photometric properties (illumi-

nation and albedo) may be significantly degraded, which would reduce the

reliability of our photometric metric for evaluating the quality of a trans-

formation. To overcome this problem, we first identify a stable point, i.e.,

a point whose photometric features are sufficiently similar to those of its

corresponding point even though the correspondence may not be exact. We

then use only stable points to evaluate our photometric function.

We extract stable points independently for two range images as a pre-

processing step. Namely, our objective here is to identify points, each of

which has the property of having albedo values and surface normals inside

its small vicinity that are sufficiently similar to each other. Using only
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stable points, we ensure that even if a corresponding pair does not exactly

represent the same point viewed in different poses, albedo and the surface

normals of the corresponding points remain sufficiently similar with each

other to achieve accurate estimation of illumination.

It is well known that in a small vicinity and for diffuse reflection, the

difference in chromaticity approximates well the difference in albedo. Ac-

cordingly, we define a stable point using both difference of chromaticity and

difference of normals in a small vicinity. Namely, a point x is identified to

be stable if

∀y such that ‖y − x‖ < εs,

‖c(x)− c(y)‖ < εc and ‖n(x)− n(y)‖ < εn,
(5.9)

where y is a point in the range image concerned, c is chromaticity, n repre-

sents the surface normals, and εs, εc, and εn are three thresholds.

5.4 Analysis of the photometric metric

We analyze the behavior of our photometric metric under various parame-

ters. We consider the two range images shown in figure 5.2, of resolution

about 0.01 mm. Starting from the ground truth transformation that per-

fectly aligns the two range images we generate several transformations by

randomly perturbing the parameters of the ground truth transformation and

plot the photometric re-projection error in function of the registration error

(5.10) for each generated transformation. We notice that when the function

is not defined (insufficient number of corresponding points), the photomet-

ric metric returns +∞. We then clamp our metric to [0: 255] for better

visualization (i.e. all metric values greater than 255 are set to 255). The

random perturbation was obtained by perturbing the rotation angles in-

side the range [−0.3; 0.3] radians and the translation values inside the range

[−0.7; 0.7] mm. First a uniform noise was applied with range [−0.3; 0.3]

radians for perturbations in the angles and [−0.7; 0.7] mm for the perturba-

tions in the translation. In order to increase the density of transformations
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Figure 5.2: The two input range images.

generated close to the ground truth, we then successively applied a uniform

noise with ranges [−0.15; 0.15], [−0.07; 0.07] and [−0.03; 0.03] radians for

perturbations in the angles and [−0.3; 0.3], [−0.1; 0.1] and [−0.01; 0.01] mm

for the perturbations in the translation.

We performed this procedure for different illumination conditions and

different values of εs. We chose to test our photometric metric against

different values of εs because it is the parameter that reflects the size of the

neighborhood used in identifying the stable points.

5.4.1 Our metric against different illumination conditions

Figures 5.5 and 5.6 illustrate our photometric metric with respect to the

different illumination situations illustrated in figures 5.3 and 5.4, for the

two range images shown in figure 5.2. We remark that many points are

accumulated on the line error = 255, and that the more the registration

error increases, the more points are accumulated on this line. This is due to

clamping our metric to [0 : 255]. In all situations, we used the same range
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images, with the same initial positions. The situation 1 (figure 5.3 (a)) is

obtained by illuminating the two range images with a light probe using the

spherical harmonics representation of image formation. The situations 2,

3 and 4 (figures 5.3 (b) and 5.4) are obtained by illuminating the range

images with an ambient light and a point light source in different positions

and with different colors. In situations 2, 3 and 4 the classic Lambertian

reflection model was used to simulate image formation. For all situations

the stable points were identified using the parameters εs = 0.03, εc = 0.01,

and εn = 0.2.

First, we observe that while the variation in the photometric re-projection

error is large for transformations with large registration error (most of the

metric values are then above 255), it becomes small for transformations with

small registration errors (most of the metric values are then below 255). This

is naturally explained by the fact that the transformations with larger reg-

istration errors are much more different from each other than those with

smaller registration errors (and so for the point correspondences).

Second, we observe that the behavior of our photometric metric is simi-

lar in all situations, even though the illumination conditions are completely

different (extended light sources in situation 1, point light source with dif-

ferent positions and different colors in the other three situations). This is

because no a-priori information on the illumination is used in deriving the

photometric cost function.

Third, we observe that for the same registration error, our photometric

metric can have different values. Two factors explain this phenomena. (1)

While the registration error is the same, the transformations are different.

For example, from the ground truth position, sliding one range image to

the left or to the right with the same translation magnitude gives the same

registration error. However, the point correspondences are different, which

gives different photometric re-projection errors (Fig. 5.7). (2) The texture

at the surface of an object is not continuous. As a consequence, while in

some directions, the normals and albedo values vary smoothly, in some other
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Range image 1 Range image 2 

(a) Situation 1

Range image 1 Range image 2 

(b) Situation 2

Figure 5.3: The situations 1 and 2.
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Range image 1 Range image 2 

(a) Situation 3

Range image 1 Range image 2 

(b) Situation 4

Figure 5.4: The situations 3 and 4.
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(a) Situation 1
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(b) Situation 2

Figure 5.5: Photometric re-projection error in function of the registration

error for situations 1 and 2.
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(a) Situation 3
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(b) Situation 4

Figure 5.6: Photometric re-projection error in function of the registration

error for situations 3 and 4.

114



5.4. Analysis of the photometric metric

T

Range image 1 Range image 2

Point correspondences -T

Range image 1Range image 2

Point correspondences

Figure 5.7: Two different transformations, having the same registration er-

rors give different photometric re-projection errors.

directions the albedo values may change brutally (Fig. 5.8). This explains

why in some cases even for a small change in the registration error, the

photometric re-projection error changes drastically and why in some cases

even for significant change in the registration error it changes slowly.

Finally, we observe that, as expected the transformations with the min-

imum photometric re-projection errors are also the ones with the minimum

registration errors. We notice, however, that the extreme case where two

different transformations give the minimum photometric re-projection error

exists. Namely, this situation occurs if albedo and normals at the surface

present the same symmetries. For example, if we consider a white ball illu-

minated by a spot light and rotated with a rotation R, then the minimum

photometric re-projection error is given by both the solution T = Identity,

with albedo equal to the appearance and illumination equal to an ambient

light and the solution T = R, with uniform white albedo and illumination

equal to the spot light. This extreme case rarely occurs in real situations

and we may ignore such case from the practical point of view.

From these observations, we can conclude that (1) our proposed pho-

tometric metric will be difficult to minimize using traditional optimization

methods, (2) a transformation with a small photometric re-projection error
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T

Range image 1

Range image 2

T

Range image 1 Range image 2

Figure 5.8: The photometric re-projection error varies differently for differ-

ent directions of the transformation.

is close to the ground truth transformation error aligning the range images

and (3) the minimal solution is almost insensitive to changes in illumination.

5.4.2 Our metric against different values of εs

Figures 5.9 and 5.10 illustrate our photometric metric with respect to differ-

ent values for εs, for the two range images shown in figure 5.2. On one hand,

we observe that when εs increases, the values taken by our metric become

more concentrated for small registration errors and more sparse for large

registration errors. The first effect can be explained by the fact that for

a large epsilon, the chromaticity and normals around the stable points are

homogeneous inside a large area. Therefore, for slightly different transfor-

mations, the attributes of the corresponding points change slightly and then

the matrix M in equation (5.3) also. Thus the photometric re-projection er-

ror varies more slowly with respect to the transformation when εs increases.

The second effect can be explained by the fact that when εs increases, the

number of stable points decreases, and then the number of situations where

the number of correspondences is insufficient for estimating Eval increases.

On the other hand, we observe that when εs increases, our photometric

metric becomes less discriminative for evaluating the quality of the registra-

tion. This is because the attributes of the stable points become less discrim-
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(a) εs = 0.015
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(b) εs = 0.02

Figure 5.9: Photometric re-projection error in function of the registration

error for εs = 0.015 and 0.02.
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(a) εs = 0.03
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(b) εs = 0.04

Figure 5.10: Photometric re-projection error in function of the registration

error for εs = 0.03 and 0.04.
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inative (similar chromaticity and normals for correspondences obtained for

slightly different transformations).

In conclusion, a large value for εs brings more robustness to our metric,

while a small εs brings more discriminative power to our metric (and thus

increase its accuracy).

5.4.3 Time complexity analysis

Our proposed algorithm has its input of two range images with n and m

points respectively and a given transformation T ; it outputs the quantitative

evaluation of the correctness of the transformation T with respect to the

two input range images. Here we briefly give analysis on the computational

complexity to our proposed algorithm. We refer to figures 5.11, 5.12, 5.13

and 5.13 for the different steps of our method and give the computational

complexity for each of these steps.

The point correspondences identification is perform in O(n+m) opera-

tions. To build the linear system, we need to compute each element of the

matrix M , whose size is 9 × (n + m). It thus takes O(n + m) operations

(it also takes O(n + m) operations to solve a linear system of size n + m

with 9 unknowns). It takes O(n+m) operations to compute albedo at each

point with respect to the estimated illumination and to transfer it to the

corresponding point. To synthesize the colors of both range images and to

compute the photometric re-projection error also takes O(n+m) operations.

Finally, our procedural photometric evaluation function requires O(n +m)

operations. We notice that, besides the computation of Eval, in each step

all operations are done independently for all points. It is thus well fitted for

parallel computing.

5.5 Registration

Given two overlapping range images, we seek a rigid transformation that

minimizes the photometric re-projection error (5.6). When minimizing the
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(b) Point correspondences identification

Figure 5.11: The procedural evaluation of our photometric evaluation func-

tion (part 1).
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(a) Illumination estimation

����������	
����
����

����
������	��������	�

��������
����

�������

�������������� ��������������

����
������	��������	

�������
���	
���

�������

(b) Albedo computation and transfer

Figure 5.12: The procedural evaluation of our photometric evaluation func-

tion (part 2).
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Figure 5.13: The synthesized colors.

photometric re-projection error, we have to decide the strategy we use. As

we discussed in Section 5.4, our proposed photometric metric is hard to

minimize using traditional optimization methods. Therefore, we choose the

hypothesis-and-test search. Fig. 5.15 illustrates the flowchart of our pro-

posed registration method.

5.5.1 Transformation search

The hypothesis-and-test search is performed by testing the quality of the

registration for a set of rigid transformation candidates. The search ends

when a rigid transformation accomplishing accurate registration is found or

when all candidates are tested (the rigid transformation minimizing the cost

function is then selected).

The most famous hypothesis-and-test search is the RANSAC method

where candidates are generated from random triplets of correspondences.
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Figure 5.14: The photometric re-projection error.

Straightforwardly using RANSAC is computationally unrealistic. This is

because we have potentially around 1012 possibilities for range images with

104 points. Therefore, how to efficiently search the best rigid transformation

aligning range images becomes a critical issue.

On one hand, rigid transformations aligning two range images can be

equivalently represented by sets of rigid point correspondences induced by

the transformations. Therefore, if we represent the range image in another

domain while keeping the rigidity of point correspondences, we can discuss

the problem of searching the best transformation aligning the range images

in this new domain.

On the other hand, the unit sphere is a convenient representation of a

close-zero genus 3D surface. For closed surfaces, the spherical representa-

tion is pose invariant [110]. Therefore, the local structure in the spherical

domain does not change and the rigidity of point correspondences is kept.
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Figure 5.15: Flowchart of transformation search.

In addition, the rigid transformations aligning two spheres belong to SO(3).

We thus employ the spherical representation for range images. This repre-

sentation reduces the transformation parameter space from SO(3) ×R3 to

SO(3).

The spherical representation of range images is, unfortunately, not pose

invariant because surfaces in a range image are not closed. As a consequence,

the local structure in the spherical domain may change in the original do-

main. This means that the rigidity of point correspondences in the spherical

domain may not be kept in the original domain. To tackle this problem, we

introduce refinement of the spherical representations throughout the reg-

istration process to reduce changes of the local structure in the spherical
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domain as much as possible. Due to the possibility of violating rigidity of

point correspondences in the original domain, we also have to generate the

rigid transformations in the original domain from the point correspondences

obtained in the spherical domain using the method proposed by Horn [36]

as follows. A 3D rotation in SO(3) gives us point correspondences in the

spherical domain. In the original domain, we use the same point correspon-

dences as the input of [36] to obtain the corresponding rigid transformation

in SO(3)×R3.

We remark that though we can use RANSAC method to generate trans-

formation candidates from SO(3) we prefer to use an exhaustive search to

ensure convergence to the optimal solution. To reduce the computational

time, we reduce [0 : 360]3 to [0 : 20
step ]3, where step increases during the

iteration. In the experiments, we set step = 1 at the first iteration and then

step = stepi for the iteration i.

5.5.2 Spherical representation and refinement

Our spherical representation method is inspired by the method proposed

in [110] for closed surfaces. The input is an unorganized point set repre-

sented in the global coordinate system, and the output is a structured mesh

with corresponding coordinates on the unit sphere that preserves the local

structure. We note that the spherical representation of each range image is

computed independently.

Spherical representation. We first orthogonally project all the 3D points

of a range image along the z axis (viewing direction) to a plane. We then

compute the convex hull of the projected points and identify the vertices

of the convex hull. The vertices are used to generate Delaunay triangula-

tions. The set of 3D points in the range image corresponding to the vertices

of the convex hull is then projected to the unit sphere by normalizing the

coordinates of each point. Next, we select a point (in the range image)

that is not included in the vertices of the convex hull and carry out the
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Figure 5.16: Illustration of the progressive spherical representation construc-

tion.

following process: we progressively construct triangulations by adding the

point and compute the local position of the point with respect to the new

triangulation. The local position is computed in the flattened vicinity of the

point, obtained using conformal mapping [44], to accurately represent the

local structure. The point is then positioned on the sphere using this local

position. This series of processes is carried out until all the points in the

range image are involved. The concrete procedure is described in Algorithm

1, and the progressive spherical representation is illustrated in figures 5.16

and 5.17.

Spherical representation refinement. We consider two range images:

range image 1 and range image 2. Without loss of generality, we consider the

problem of aligning range image 1 to range image 2. After each iteration,

we refine the spherical representation of range image 1 with respect to range

image 2.
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Algorithm 1 Progressive spherical representation
Require: range image RI

Ensure: spherical representation S of RI that preserves the local structure

of RI

Mesh0 ← triangulated 2D convex hull of RI, centered around its center

of mass

PtMesh← set of vertices belonging to Mesh0

S0 ← projection of Mesh0 to the sphere

List← list of points in RI but not in PtMesh

nb← size of List

for i = 0 to nb− 1 do

Ψ← a point of List

(a,b, c) ← three points of the enclosing triangle of Ψ in Meshi

Meshi+1 ← Delaunay triangulation of Meshi where Ψ has been added

P ← polygon in Meshi+1 containing the points (Ψ,a,b, c)

U ← flatten polygon obtained by conformal mapping of P [44]

(α, β, γ) ← barycentric coordinates of Ψ in U for (a,b, c)

Ψ′ ← αa′ + βb′ + γc′

Si+1 ← Si + {Ψ′}, with the same connectivity as in Meshi+1

List← List− {Ψ}
end for

return Sn
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Figure 5.17: Illustration of the loop ”for” of Algorithm 1.

The overlapping areas between the two range images from the current

best transformation are first identified. The bijection B between points

of the two overlapping areas is then computed. Namely, for a point x

in the overlapping area O1 of range image 1, B(x) = closest(x) if x =

closest(closest(x)), B(x) is undefined otherwise. Here, closest stands for

the closest point (in the sense of the Euclidean distance) in the overlapping

area of the other range image. Then, for each point of O1, its coordinates

on the sphere are set to those of its closest point. The remaining points of

O1 that do not have an image for B are placed on the sphere using the local

positions as we did in the spherical representation above.

We notice that we identify the closest points in the spherical domain in

the same way as explained in section 5.3.3.

5.5.3 Time complexity analysis

Our proposed algorithm has its input of two range images with n and m

points respectively and outputs the transformation T that best aligns the
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two input range images. Here we briefly give analysis on the computational

complexity to our proposed algorithm. We refer to figure 5.15 for the differ-

ent steps of our method and give the computational complexity for each of

these steps.

At each inner iteration, our method performs two step: (1) 3D rigid

transformation candidate generation; (2) evaluation of the candidate trans-

formation. During step (1), we identify point correspondences in the spher-

ical domain then estimate the rigid transformation for the correspondences

in the original domain. The closest point identification in the spherical do-

main is done in O(n) computations. Estimating the rigid transformation

for the point correspondences is done in O(n) computations and evaluat-

ing the transformation takes O(n+m) computations. Therefore for l inner

iterations, the inner loop takes O(l × (n+m)) computations.

Identifying the current overlapping areas takes O(n+m) computations.

Therefore refining the spherical representation of range image 1 is done in

O(n+m) computations. Finally, for l inner iterations and h outer iterations,

our registration method takes O(h× l× (n+m)) computations. We notice

that all inner iterations are completely independent. Therefore using parallel

implementation would drastically reduce the computational time.

5.6 Experiments

To demonstrate the usefulness of our proposed method, we evaluate our

algorithm in several challenging situations using synthetic and real data.

For the comparison, we used three methods: the proposed method using

chromaticity instead of our evaluation function (Method 1); the method

proposed in Chapter 3 using albedo with a given directional light source

(Method 2), and the method proposed in Chapter 3 using chromaticity in-

stead of albedo (Method 3). Whereas comparing our method with Method 1

shows the advantage of using photometry, comparing it with Methods 2 and

3 shows the advantage of our search strategy. We also compared our method

with the alignment obtained by matching using SIFT (we used the available
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code provided by Andrea Vedaldi [101]). We notice that all data are de-

void of salient geometric features, and thus, using geometric feature-based

registration methods does not work in these cases.

We consider the problem of aligning range image 1 to range image 2 and

we assume we are given the ground truth (obtained manually for real data).

We evaluate the registration result using the distance between the estimated

position of points of range image 1 after registration and their ground truth

position. Namely, given Tg and Te the ground truth transformation and

the estimated transformation respectively, the registration error err(Te) is

computed as follows:

err(Te) =
∑n

i=1 ‖Tg(xi)− Te(xi)‖2
n

, (5.10)

where n is the number of points in range image 1 and {xi}i∈[1;n] are the

points of range image 1.

εs, εc, and εn were set to 3 ∗ res, 0.02, and 0.1 respectively for all exper-

iments with synthetic data and to 2 ∗ res, 0.05, and 0.2 for all experiments

with real data.

5.6.1 Synthetic data

(a) The data vase

The synthetic data, called vase were obtained using a 3D modeler software

(3D Studio Max) (see Table 5.1). The exact albedo is known and we simu-

lated lighting under different illuminations. This data set is challenging for

registration in that the shape is rotationally symmetric, the texture of the

objects presents several repetitive patterns, and no exact correspondences

exist between the two range images.

The first set-up is illustrated in figure 5.18. The range images were illu-

minated by the light probe galileo from the Debevec database [18], and the

color was synthesized using spherical harmonics with a Lambertian reflec-

tion kernel. Figure 5.19 shows the results obtained with the five methods
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Table 5.1: Description of the data vase.

Nb Points Resolution Expected rot (angle; axis)

30650 0.01 mm (−20.0; 0.01, 0.93, 0.34)

Expected translation (0.19,−0.01, 0.03)

mentioned above. In this situation, the illumination is dominated by ambi-

ent light, and the changes in appearance between the two range images are

small. This situation is thus well adapted to using chromaticity. Neverthe-

less, our evaluation function worked well compared with the chromaticity

cross correlation. Moreover, because of repetitive textures and distant ini-

tial positions, Methods 2 and 3, i.e., methods using an ICP-like framework,

fell into a local minimum and failed pitifully in aligning the range images,

even when using chromaticity. Our proposed search strategy, on the con-

trary, efficiently found the global minimum. The estimated transformation

Te by our proposed method was a rotation of (−19.9; 0.00, 0.94, 0.35) and a

translation of (0.19,−0.01, 0.03), and Eval(Te) was3 1.2. It was a rotation

of (−19.9; 0.00, 0.94, 0.35) and a translation of (0.19,−0.01, 0.03) when using

chromaticity instead of our evaluation function.

The second set-up is illustrated in figure 5.20. The illumination was com-

posed of three directional light sources of different intensities as well as an

ambient light source. The images were rendered using the standard Lamber-

tian model. Figure 5.21 shows the results obtained with the five methods.

In this situation, the illumination induces significant changes in the object

appearance (e.g. the color of several points changed from reddish to white),

and the use of chromaticity is no longer effective for both our search strategy

and ICP-like methods. Method 2 failed in aligning the range images because

it assumes that the object is illuminated by only a single light source. Our
3The color was coded in RGB with values between 0 and 255. Since the color of a

point is approximated with 98% accuracy in Eq. (5.2), the re-projection error of around

1.2 means that the optimal solution is found provided that the distribution of RGB values

is uniform over the range.
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Figure 5.18: The first set-up.
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Figure 5.19: Results obtained with the five methods for the data vase.
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Figure 5.20: The second set-up.

method is the only one that achieved accurate alignment (similar to the one

obtained in the previous set-up). The estimated transformation Te by our

proposed method was a rotation of (−20.1; 0.00, 0.94, 0.35) and a translation

of (0.19,−0.01, 0.03), and Eval(Te) was 3.4.

Results obtained using SIFT key-point detector and descriptor for es-

timating point correspondences are also illustrated in both figure 5.19 and

figure 5.21. Due to the projective deformations, changes in intensity and

repetitive patterns, the SIFT-based method did not work in our situation.

The results obtained with our method for the various situations pre-

sented in Section 5.4.1 are showed in figure 5.22, along with the graphs of

the photometric re-projection error evaluated during the registration pro-

cess. We can see that during the registration, the lower bound of our pho-

tometric metric is always evaluated, which allowed us to converge and val-

idated our search strategy. However, we remark that when εs is too small,

the registration result is degraded. This is because the quality of the point

correspondences becomes poor.
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Figure 5.21: Results obtained with the five methods for the data vase.

Figure 5.23 shows the results of intensive experiments when adding noise

into the color. A random noise was added to the rendered colors with dif-

ferent level independently in each RGB channel. For each level of noise, our

method was run 40 times. Figure 5.23 (a) shows the errors after registration

and figure 5.23 (b) shows the number of runs for which our method failed

in registering the two range images (i.e. the error was greater than 5 times

the resolution of the range image). From these results, we can see that our

method can achieve accurate results even in the presence of noise in the cap-

tured colors. However, when the noise becomes larger, our method happens

to fail from time to time. This can be explained by the discretization of the

searching space. To reduce the number of failure, it is possible to refine the

discretization of the searching space (that will increase the computational

time).

(b) The data Al

Results obtained with our method for another synthetic data called Al in

two different scenarios are shown in figures 5.25 and 5.27. This synthetic
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Figure 5.22: Registration results obtained with our method for the various

situations presented in Section 5.4. The transformations evaluated during

the registration process are plotted in red and superimposed onto the graph-

ics shown in Section 5.4
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(a) Errors after registration

(b) Number of registration failure

Figure 5.23: Experiments with different level of noise added to the color.
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data was of resolution about 0.01 mm.

For the scenarios 1 (figure 5.24), the two range images were rotated by

40.0 degrees around the vertical axis and illuminated by a fixed directional

light source. The observed colors were synthesized using the classic Lam-

bertian reflection model. This situation is challenging in that the change in

pose between the two range images induces significant change in the inten-

sity. Moreover, there are a large number of occluded points and few number

of points with salient photometric features, which make the matching prob-

lem more difficult to solve.

For the scenario 2 (figure 5.26), the two range images were rotated by

20.0 degrees around the vertical axis. The texture of the object was removed

and the observed colors were synthesized using the light probe showed in fig-

ure 5.18 and using the spherical harmonics reflection model. This situation

is challenging in that the object is textureless. In this case, using textural

information alone such as color, chromaticity or even albedo does not help

registering the two range images.

Our method successfully registered the two range images in all scenarios.

In particular, it is interesting to notice that our method successfully regis-

tered the two range images even for the case of textureless surface. This be-

cause the relationship between normals and lighting direction is sufficiently

discriminative in this situation. We note that when not using texture, our

photometric metric derivation problem reduces to the shape-from-shading

problem.

To verify the robustness of our method against the initial relative pose

between the input range images, we evaluated our method under various

rotations. We restricted our experiment to the situation were the rotation

axis is fixed, while the rotation angle varies. Namely, we captured several

range images of the synthetic data Al, from the same viewpoint but under

different poses. Each pose was obtained by rotating the 3D model around

the vertical axis, with different rotation angles (ranging from 1.0 degree

up to 50.0 degrees) and in the clock-wise direction. Figure 5.28 shows the
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Figure 5.24: The input range images with initial estimate of registration for

the scenario 1.

Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.007 0.008 0.191 0.222 0.543 

Figure 5.25: Registration results obtained with our method for the data Al

for the scenario 1.
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Figure 5.26: The input range images with initial estimate of registration for

the scenario 2.

Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.008 0.024 0.122 0.171 0.403 

Figure 5.27: Registration results obtained with our method for the data Al

for the scenario 2.
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results obtained with our method. We can see that for a rotation angle up

to 46.0 degrees, we could always obtain accurate registration results (for a

rotation angle of 46.0 degrees, the percentage of overlapping area between

the two range images was about 80.0 percent). However, for a rotation

angle greater than 46.0 degrees, we observe failures in the registration. This

can be explained by the fact that the initial spherical representations of

the two input range images (computed independently) become too much

different. As a consequence, as we can see in figure 5.28 (b) it prevents us

from generating a searching space fine enough for convergence. In particular,

the transformation that correctly aligns the two range images (which is also

the minimum of our photometric evaluation function) is not generated.

5.6.2 Real data

We employed a Konica Minolta Vivid 910 range scanner, which captures the

3D shape and the texture of an object. The ground truth transformation

was obtained manually. We note that there is a gamma correction factor

in the obtained color images which should preferably be cancelled. In our

experiments, however, we did not know this factor, and thus the gamma

correction was not cancelled.

(a) The data can

We obtained two range images of a rotationally symmetric can that is ap-

proximately 10.0 cm high and has a diameter of about 5.0 cm (figure 5.29).

Details on the data called can are given in Table 5.2, and the results are

shown in figure 5.30. These data are challenging in that the quality of the

image is low, and there is an unknown gamma correction factor. More-

over, this data exhibits several repetitive patterns such as similar letters

while the texture is either red or white with large uniform areas. Never-

theless, our proposed method accurately registered the two range images.

The obtained accuracy was under the resolution of the range sensor, and

our method worked extremely well compared to the other methods. The
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(a) Registration results obtained with our method for the data Al for the scenario 1 under

various different initial poses (”RI 1” and ”RI 2” stand for ”range image 1” and ”range
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(b) Plot of the registration process for a rotation with an angle of 50

degrees.

Figure 5.28: Experiments against various initial relative pose.
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Table 5.2: Description of the data can.

Nb Points Resolution Expected rot (angle; axis)

28000 0.55 mm (20.0; 0.01, 0.93, 0.34)

Expected translation (9.00, 0.10,−1.00)
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Figure 5.29: Input range images and initial positions for the data can.

estimated transformation Te obtained with our proposed method was a ro-

tation of (19.7; 0.01, 0.94, 0.34) and a translation of (8.93, 0.37,−1.19), and

Eval(Te) was 2.56. We obtained a rotation of (19, 2; 0.03, 0.95, 0.30) and a

translation of (9.06,−0.18,−1.11) by Method 1.

(b) The data hand

Another data item called hand is presented in figure 5.31 and in Table.5.3.

Registration results are shown in figure 5.32. For this data, the intensity of

a point in two range images changed drastically (e.g. points at the middle

of the images). Therefore, the use of chromaticity to evaluate the goodness

of transformations becomes unreliable. Our method is the only one that
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Proposed method Method 1 Method 3 Method used 

Error (in mm) 

Method 2 Proposed method Method 1 Method 3Method used

Error (in mm)

Method 2

0.517 0.869 

Proposed  

method 
Method 1 Method 2 Method 3 

17.6 16.5 

SIFT 

SIFT 

8.80 

Figure 5.30: Results obtained with the five methods for the data can.

Table 5.3: Description of the data hand.

Nb Points Resolution Expected rot (angle; axis)

50000 0.55 mm (20.0; 0.01, 0.93, 0.34)

Expected translation (6.60,−2.3,−0.40)

achieved accurate registration of the two range images. The gap in accuracy

between our proposed method and Method 1 became larger than that for

the data can. This is because drastic changes in intensity degrade reliability

of chromaticity while our method uses a photometric metric. Method 2 and

Method 3 still failed pitifully.

Results obtained using SIFT key-point detector and descriptor for es-

timating point correspondences are also illustrated in both figure 5.30 and

figure 5.32. Due to the repetitive patterns for the data can and significant

changes in intensity for the data hand, the SIFT-based method did not work

well in our situation.
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Figure 5.31: Input range images and initial positions for data hand.

Proposed  

method 
Method 1 Method 2 Method 3 SIFT 

Proposed method Method 1 Method 3 Method used 

Error (in mm) 

Method 2 Proposed method Method 1 Method 3Method used

Error (in mm)

Method 2

0.551 3.06 16.8 21.3 

SIFT 

6.29 

Figure 5.32: Results obtained with the five methods for data hand.
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Table 5.4: Description of data Hand 2, Base and Cylinder.

Nb Points Res
Expected rot (angle; axis)

Expected trans

Hand 2 70000 0.55 mm
(31.0;−0.02,−0.97,−0.21)

(−11.0, 0.76,−1.24)

Base 210000 0.55 mm
(20.2; 0.05, 0.91, 0.42)

(309, 4.57,−48.13)

Cylinder 80000 0.55 mm
(32.0; 0.03, 0.96, 0.26)

(10.0,−0.50,−4.00)

(c) Other data

Figures 5.34, 5.36, 5.38, 5.40 and 5.42 show the results obtained with the

different objects called Hand 2, Base, Cylinder 1, Cylinder 2 and Cylinder

3. Table 5.4 lists the description of the data before registration. Figures

5.38, 5.40 and 5.42 show the result obtained with the data Cylinder for the

same changes in pose but under different illuminations. Note that data Base

had a height of about 15 cm and a width of about 15 cm, and data Hand

2 and Cylinder had a height of about 15 cm and a width of about 5 cm.

Figures 5.33, 5.35, 5.37, 5.39 and 5.41 show initial estimates of registration.

The data Hand 2 is challenging in that there are only few points with

discriminative photometric features. Because in Method 2 and Method 3 we

do not use key-point detector, the number of outliers in matching becomes

larger than the number of inliers. This results in failed registration. The

SIFT approach uses key-point detector and key-point descriptor identified

in the intensity images for matching. In the intensity images, however,

the texture patterns (the round stickers) are repetitive, which lead to some

mismatches. Because there are only a few key-points detected (we detected

about 35 key-points) this leads to failure in the registration. On the other

hand, our proposed method uses a global error metric and a hypothesis-and-

test search, which allowed us to successfully register the two range images.
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We notice that in this case the ambient illumination allows for accurate

registration even when using chromaticity.

The data Base is challenging in that its shape is rotationally symmetric

while its texture does not exhibit clear key-points with distinctive features

that could be used for matching. Because in Method 2 and Method 3 we

do not use key-point detector, the number of outliers in matching becomes

larger than that of inliers. This results in failed registration. The SIFT

approach uses key-point detector and key-point descriptor identified in the

intensity images for matching. In the intensity images, however, the texture

patterns are not distinctive enough, which leads to some mismatches and

results in failed registration. On the other hand, our proposed method uses

a global error metric and a hypothesis-and-test search, which allowed us to

successfully register the two range images. We notice that using chromaticity

in this case did not work. This is because the difference of chromaticity

between points of the two range images is not discriminative enough to find

the best transformation.

The data Cylinder is challenging in that due to its reflective properties

there are several missing points and large noise in the depth values. This

is because the accuracy of the laser scanner decreases when the texture at

the surface becomes black (the laser beam is then not properly reflected),

which is the case for all letters. This effect has dramatic impact on the

Methods 2 and 3 proposed in Chapter 3 for growing the regions. The missing

points may prevent the region from growing in one range image while it will

continue growing in the other range image. In addition, the noise in the

depth values amplify the distortion between the descriptors of the same

point in the two range images. This results in failed registration. The

SIFT method did not work in this case neither. This can be explained by

the repetitive patterns of the letters and deformations due to perspective

projection. On the other hand, with our proposed method, we could obtain

accurate registration results for all situations.
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(a) Data Hand 2. (b) Lighting.

Figure 5.33: Initial estimates of registration for the data Hand 2.

Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.181 1.64 11.0 11.6 8.78 

Figure 5.34: Registration results for the data Hand 2.

Range image 1 Range image 2 Superimposed 

(a) Data Base. (b) Lighting.

Figure 5.35: Initial estimates of registration for the data Base.
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Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.823 19.7 27.4 27.7 34.95 

Figure 5.36: Registration results for the data Base.

(a) Data Cylinder 1. (b) Lighting.

Figure 5.37: Initial estimates of registration for the data Cylinder 1.

Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.372 1.41 17.0 13.0 6.49 

Figure 5.38: Registration results for the data Cylinder 1.
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(a) Data Cylinder 2. (b) Lighting.

Figure 5.39: Initial estimates of registration for the data Cylinder 2.

Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 1.13 19.4 14.3 14.6 5.65 

Figure 5.40: Registration results for the data Cylinder 2.

(a) Data Cylinder 3. (b) Lighting.

Figure 5.41: Initial estimates of registration for the data Cylinder 3.
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Proposed  

method 

Method 1 Method 2 Method 3 SIFT 

Method used Proposed method Method 1 Method 2 Method 3 SIFT 

Error (in mm) 0.883 17.3 15.5 16.2 8.34 

Figure 5.42: Registration results for the data Cylinder 3.

5.7 Conclusion

We introduced a new photometric metric for registering range images of

Lambertian surfaces under general and distant, unknown lighting. Our met-

ric evaluates photometric re-projection error by taking into account the rela-

tionship between reflectance properties, geometry and illumination. We use

captured color of range images as the ground truth to eliminate scale ambigu-

ity that arises when estimating photometric features. We also demonstrated

the effectiveness of our metric by using the hypothesis-and-test strategy for

the registration where a range image is represented over the sphere and its

representation is refined throughout the registration process. We notice that

different approaches to using our photometric metric for registration exist.

For example, we can use a coarse registration method as an initialization of

a brute-force search in the vicinity of the initial estimate of the transforma-

tion. We chose to use the spherical representation of range images to reduce

the searching space because it allows us not to depend on the quality of

an initial coarse registration, making the overall registration method more

stable against the initial conditions.
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Chapter 6

Conclusion

6.1 Summary

Accurate 3D models of real objects are of crucial importance. Thereby, many

automated 3D modeling methods have been proposed in the last decades.

From a set of observations, the approach is to first reconstruct partial 3D

surfaces of the object, align them together and then fuse them together to

obtain a full compact representation of the object. With the development of

3D sensors, the acquisition of partial 3D surfaces (also called range images) is

more and more accessible and aligning the acquired range images (known as

range image registration) becomes the most limited step of the 3D modeling

process.

Though remarkable advances have been done in the last decade for reg-

istering range images there are still several limitation cases. In particular

aligning range images devoid of salient geometric features when the ap-

pearance of the object’s surface changes significantly during the acquisition

process remains an open problem.

On the other hand, the recent advances in image formation understand-

ing brings new possibilities for registering range images using photometry.

In this dissertation we addressed the use of photometry for accurately reg-

istering pairs of range images devoid of salient geometric features. First, we
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designed, implemented and evaluated a robust local descriptor that over-

comes the drawbacks of current methods using albedo for Lambertian ob-

jects under simple illumination. Second, we proposed an albedo estimation

strategy for the case of specular objects illuminated by a few unknown point

light sources that enlarges the range of applications of our previously pro-

posed registration method. Third, we proposed a photometric metric for

registering Lambertian range images under unknown general illumination

and proved its usefulness through a practical registration method.

In this work, we made significant advances in using photometry for regis-

tering pairs of overlapping range images. In a broad sense, we could enlarge

the practicability and range of applications of range image registration.

Robust 3D descriptor. Our proposed robust 3D descriptor allowed us

to accurately register pairs of Lambertian range images devoid of salient

geometric features even under a rough estimate of the incident illumination.

While current methods used restrictive assumptions on the acquisition en-

vironment, such as color constancy or known illumination, we significantly

improved the practicability of the registration process by allowing devia-

tions from the color constancy assumption, even under rough estimations of

illumination.

Specularity removal By estimating albedo in parts of specular surfaces

illuminated by a few unknown point light sources, we could obtained accu-

rate registration of pairs of range images even in the presence of large spec-

ular highlights on the surface, which was not possible with current range

image registration methods. We thus enlarged the range of applications of

range image registration.

Photometric metric under unknown lighting The image formation

is a complex process and, for a user who is not expert on this domain,

extracting the reflectance properties of a surface under general illumination

from its range images is a difficult task, even when the illumination is known.
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The task becomes even harder, if not impossible, when the illumination

is unknown. Our proposed photometric metric allows us to register pairs

of Lambertian range images acquired under unknown general illumination,

without any required knowledge on the image formation process. The few

parameters required (for the stable points identification and searching step)

are easy to understand, which makes our registration method easy to use

regardless of the surrounding illumination. This approach thus enlarged the

practicability and range of applications of range image registration.

6.2 Future perspectives

In a broad sense, photometry accounts for the relationship between geome-

try, surface reflectance and illumination. The natural combination of geom-

etry and surface reflectance behind image formation is of great interest for

evaluating the similarity between different range images. While photometry

has received a lot of attention in the field of inverse rendering, the attempts

of using it for range image registration are rare. Therefore, using photom-

etry for registering range images deserves more attention in the future. In

particular, four directions deserve to be investigated.

Speed-up Though in this work we have not paid close attention to the

computational cost of our registration techniques, speeding-up our proposed

methods will be an interesting direction for future work. In particular, with

the recent development of real time depth sensors (such as the PrimeSense

or Kinect structured light sensors), much interest arises in registering range

images in real time. It becomes clear that in the near future, real time

execution will be mandatory for registration techniques. In our proposed

methods, most of the computations are done independently, which is well

suited for parallel implementation, and we believe that there is great poten-

tial for speed-up.
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Variable illumination Investigating the use of photometry for registering

range images acquired under variable illumination is a challenging topic

that would drastically increase the range of applicability for range image

registration. Once the exact correspondences are known, it is possible to

retrieve both the different illuminations and albedo, in the same manner as

we did in Chapter 5. However, the estimation of the photometric attributes

is likely to become unstable because of the increased number of unknowns.

The objective would then be to define a robust and stable photometric

metric, suitable for optimization.

Non Lambertian objects To deal with non Lambertian surfaces is of

major importance since in general real objects present both diffuse and

specular reflection components. When accounting for both reflection com-

ponents, the image formation models become much more complex than for

the case of diffuse reflection only. How to integrate such model to reliably

evaluate the similarity between different range images would be a challeng-

ing objective that, if reached, would open new possibilities for automatically

registering range images.

Simultaneous registration of multiple scans In this dissertation, we

focused on aligning pairs of overlapping range images. However, with the

recent development of real-time 3D sensor, registering multiple range images

simultaneously becomes of great interest. The method proposed in Chapter

5 can be extended to more than two scans so that pair-wisely given trans-

formations are simultaneously evaluated. The extension of our method in

this direction will be interesting.
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