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Abstract

The rapid development of audio and video applications sscBkype and YouTube in-
creases people’s demands for ubiquitous high-data-raterage. Orthogonal Frequency-
Division Multiple Access (OFDMA) relay-enhanced cellulaetwork, the integration of
multihop relaying with OFDMA infrastructure, has becomeaf the most promising so-
lutions for next-generation wireless communications. Irelay-enhanced cell, multiple
Relay Stations (RSs) are deployed to assist transmisseingbn a Base Station (BS) and
multiple Mobile Stations (MSs). However, the resource @lon becomes more compli-

cated and crucial to gain the potential capacity and coesiragrovements of relaying.

Although many studies have been done on allocating res@adaptively in the tra-
ditional single-hop OFDMA networks, they can’t be appliedQFDMA relay-enhanced
networks directly, since with the deployment of relays,otese allocation on dierent
hops should cooperate to avoid data shortage or overflowapseln this dissertation, we
aim to design fiicient and feasible algorithms to allocate OFDMA downlinkaerces in

a frame-by-frame basis for relay-enhanced cellular nétsior

To make the resource allocation problem tractable, we fassicler a single cell with-
out channel reuse, and suppose the basic unit for resouredding is a subchannel, each

subchannel can be assigned to only one user during a schggeliiod, and users’ tfizc
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is infinitely backlogged. Under these assumptions, we fdéaeuhe optimal instantaneous
resource allocation problem with total power constrairgdbieve the proportional fairness

in the long term.

Since the problem is a NP-hard combination optimizatiomf@m with non-linear con-
strains, it’s very dificult to find the optimal solution within a designated time Byemsive
searching over all possible solutions. We first propose adomplex resource allocation
algorithm under a constant power allocation named 'VF w RRioid filling method is
employed in 'VF w PF’ to make full use of subchannels. Furtinere, we use continuous
relaxation and a dual decomposition approach to solve tignal optimization problem
efficiently in its Lagrangian dual domain. A modified iterativater-filling algorithm 'PA
w PF’ is proposed to find the optimal path selection, powewcallion and subchannel
scheduling. Simulation results show the optimal powercallmn can not gain much on
system throughput, moreover, our optimization algorittmmgsrove the throughput of cell-
edge users and achieve a trafidmetween system throughput maximization and fairness

among users.

However, if the basic unit for resource scheduling is a statisers’ trdfic is not in-
finitely backlogged, the resource allocation problem bespmore complicated thus it is
difficult to find optimal solutions by using optimization apprbes. Therefore, we propose
two heuristic resource allocation schemes including a @énéd Scheduling with Void

Filling (CS-VF) and a adaptive semi-distributed resoutt@cation scheme.

Based on CS-VF, four representative single-hop schedalgayithms including Round-
Robin (RR), Max Carrier-to-Interference ratio (Maxl)} max-min fairness, and Propor-

tional Fairness (PF), are extended to multihop scenariasheeve diferent levels of fair-
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ness. Simulation results indicate that CS-VF is more adidégota diferent trdfic distribu-

tions and dynamic network topologies.

On the other hand, the proposed semi-distributed resolloEaton scheme consists
of a constant power allocation, adaptive subframe paniitigp (ASP), and link-based or
end-to-end packet scheduling. Simulation results indittzt the ASP algorithm increases
system utilization and fairness. Maxl@nd PF scheduling algorithms extended using the
end-to-end approach obtain higher throughput than thoisg tise link-based approach,
but at the expense of more system overhead for informatichasmge between BS and
RSs. The resource allocation scheme using ASP and enddtBfescheduling achieves a

tradedt between system throughput maximization and fairness.

Finally, we compare four relay-channel partition and readeemes in a multi-cell sce-
nario from interference mitigation and throughput impnoeat points of view. Among
these four schemes, 7-part partitioning (PF7) and 4-patitipaing (PF4) schemes miti-
gate co-channel interferences by relay-channel partitggrwhile the other two schemes
include partial reuse (PR) and full reuse (FR) schemes iagptioe throughput by relay-
channel partition as well as reuse. Specially, the PR scleaiieves a tradébbetween

spectral ficiency and outage.

In conclusion, we formulate the optimal resource allogapimblem under dierent as-
sumptions in OFDMA relay-enhanced cellular networks ana dioth theoretically and
practically dficient polynomial-time solutions. From the theoretical rgadf view, we
use optimization approaches including continuous reiaradnd dual decomposition to
find the jointly optimized power allocation, path selectemd subchannel scheduling to

achieve proportional fairness. From the implementatioimtpof view, we propose two
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resource allocation architectures including a centrelizkocation and a adaptive semi-
distributed allocation, with which four representativege-hop scheduling algorithms are
extended to achieve ftlerent levels of fairness in multihop scenarios. Simulatiesults
show our optimization algorithms achieve a trafid@@tween system throughput optimiza-
tion and fairness among users. Simulation results furthggest that the heuristic algo-
rithm PR+ASP+e2e-PF provides arfiecient and feasible solution for multi-cell OFDMA

relay-enhanced cellular networks.
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Chapter 1

Introduction

This chapter provides a brief background and highlightsrti@ortance
of resource allocation in Orthogonal Frequency Divisionliidle Access
(OFDMA) relay-enhanced cellular networks. We also give e@raiew of

related work and author’s contributions.

1.1 Background

The Orthogonal Frequency Division Multiple Access (OFDM#a)a promising mul-
tiple access technique for next-generation wireless conications because of its high
spectral éiciency and inherent robustness against frequency-seddatiing [5] [11] [13]
[54]. In the emerging OFDMA-based standards such as 3rdi@eoe Partnership Project
(3GPP) Long Term Evolution (LTE) [1] [41] and IEEE 802.16][[23], the multihop relay
concept has been introduced to provide ubiquitous high-od#te coverage. IEEE 802.16j

was approved and published by IEEE in 2009 as an amendmegE® $td 802.16-2009

2
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[22]. The purpose of IEEE 802.16j is not to standardize a nelular network that in-
cludes multihop capability, but instead to expend previingle-hop 802.16 standards to

include multihop capability [37].

The two standards supporting multihop relaying, LTE-Adsethand IEEE 802.16j, are
amendments of LTE and IEEE 802.16-2009, respectively. &fbeg, they must have back-
ward compatibility. Namely, the new amendment standardsmly must be fully compat-
ible with devices for their baseline standards, but alsotrsatssfy the new functionality of
multihop relaying. The functionality of relaying can be ilamented by both hardware and
software changes on the baseline devices. The choice sheufdde according to the cost
of the two ways. For example, if the baseline devices have deployed widely, it's better
to add new functionality by software updating since it'sywexpensive to re-deploy the
new hardware. Fortunately, the two baseline standards éitthop relaying are still in the

standardization stage, thus how to implement multihogynetpis still an open problem.

Multihhop relays not only can be used in fixed infrastrucsytmit also can provide in-
building coverage, coverage on mobile vehicle, and tempa@average for emergency and
disaster recover. Four typical usage models [14] for mafiikelays are shown in Figure.
1.1. In the fixed infrastructure usage model of multihopyelaelay stations (RSs) are
deployed in the cellular infrastructure to improve systepacity and coverage by dividing
one long path into several shorter links and Iffeong alternative paths to users located in

shadow areas.

The deployment of multihop relay can decrease the deployoosts because the con-
ventional cellular system requires a very higher densit3ase Station (BS) to provide

suficient coverage, and the deployment cost of a BS is highertthatnof a RS since a
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Figure 1.1: Typical Usage models for IEEE 802.16j systems [1

RS does not need a wired backbone access. Moreover, thélitgxibrelay positioning
allows a faster network construction.

By introducing multihop relaying to OFDMA cellular netwaklarger capacity and
coverage can be expected; however, there are still lots alfectyes. The new standard
802.16j must not only be compatible with old devices such@&B5e devices, but also
satisfy cooperative relaying functionality.

From the physical layer perspective, backward compatjbiiquires every RS should
be able to support all the modulation and coding schemesinlthstandard. Moreover,
since every Mobile Station (MS) may receive from the BS andsaifiRthe same frame,
this raises more strict requirements regarding channiehagon, synchronization and fre-
quency drset.

From the Media Access Control (MAC) layer perspective, airely new set of mes-
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sages specific to relaying must be created in 802.16j witbeerlapping with the existing
set of MAC messages in IEEE 802.16-2009 [22]. The new MAC mdy & responsible
for ensuring a required Quality of Service (QoS) over molis and allowing handovers
among BS and RSs, but also should maintain Hybrid automegieat request (HARQ)
over multiple hops. Technical issues such as frequencyereatay placement, resource
allocation and scheduling are venfittult, yet extremely important, problems that IEEE

802.16j has left to manufacturers and providers to solvg [37

1.2 Motivation

Nowadays, due to the rapid developments of audio and vidgleccations such as Skype
and YouTube, people’s demands for high-data-rate wirelessss are increasing. To pro-
vide ubiquitous high-data-rate coverage, advanced sigmealessing techniques such as
OFDMA are developed. However, due to the path loss of radopagation, those ad-
vanced techniques can not improve data rates for cell-esigys tnamely users far from the
BS.

The most widely used strategy to address this problem isrinksthe size of cells to
increase the density of BSs. However, the benefit of thisegjyas limited by the exceeding
cost of deploying a BS since the service provider must paypdbonly the antenna space
but also the wired backhaul connection.

Multihop relaying is considered to be a more attractive sofusince relay stations do
not need wired backhaul. One the other hand, the flexibitityelay positioning allows
a faster network construction. Therefore, OFDMA relayarded cellular network is a

promising solution for the next-generation communicagion
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To implement OFDMA relay-enhanced cellular network, reselallocation is one of
the issues remained for our researchers, manufactureseavide providers to investigate.
We focus on the resource allocation problem in OFDMA relaiiamced cellular networks.
To gain the potential capacity and coverage improvementauwfihop relaying, the re-
source allocation problem becomes more complicated ariatrilthough many studies
have been done on adaptive resource allocation in singled¥DMA cellular systems
[30] [40] [58], they can't be used directly in the multihopssgm, since in the multihop
system, resource allocation orfférent hops should be cooperated to avoid data shortage

or overflow in relay nodes.

The RS we considered is a regenerative relay, which has &2ageotocol structure
and works in the decode-and-forward (DF) mode. DF relays diesode and verify the
correctness of the received data, and then forward theaeded data to destinations [51].
Compared with amplify-and-forward relaying [7], DF hasrsfggant advantages on noise
propagation avoidance and link adaptation witffedtent modulatioftoding schemes on
different hops [32]. Since we consider providing high data raterage to residential or
business customers, RSs can be fixed on tops of buildingsotader high computation

capability for decoding and re-encoding.

Figure 1.2 gives a simple three-node DF relaying systemh % and Adaptive Mod-
ulation and Coding (AMC), achievable data rates dfatent links can adaptive to cor-
responding link qualities. In the example, we suppose hersingle channel and the
achievable data rates of user’s direct link, first-hop link aecond-hop link are 2 bits-per-
second (bps), 8 bps and 4 bps respectively. Moreover, thalarate for user’'s downlink

(DL) data is assumed to be 2.5 bps.
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l2.5 bps

535

8 bps

2 bps RS 5

4 bps

Figure 1.2: A three-node DF relaying system.

With single-hop transmission, obviously, user’s througthis 2 bps and the queue
length in BS increases with a speed of 0.5 bps. However, itwleehop DF relaying is
considered, user’s throughput not only relies on achievdata rates on two links, but also
depends on the proportion of slots allocated to the BS-RSfan&S-MS links. The max-
imum throughout can be achieved if we consider the coopgratsource allocation on the
two hops. That s at least®/8 = 31.25% of the channel duration is allocated to the BS-RS
link while at least 25/4 = 625% of the channel duration is assigned to the RS-MS link.
Since 3126%+62.51% < 100%, the user can achieve a throughput equal to the arateal r
of its downlink data, i.e. 2.5 bps, and the queue length ih B& and RS is stable.

In Figure 1.2, if we don’t care about cooperation, for ins@nwe just allocate /3
of the total resources to the BS-RS link and the remainjdgtd the RS-SS link, user’s
throughput is reduced to 1 bps and the queue length in the &t8ases with a speed of
1.5 bps, hence, data overflow will happen after a certain doration. If the arrival data
rate for this user increases to 3 bps, it's very hard to findsauece allocation scheme to

maximize user’s throughput intuitively.
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Therefore, resource allocation is more complex and chgittenin OFDMA relay-
enhanced cellular networks than in the conventional sthgle OFDMA system. When
the numbers of channels and users are large, the resowcatah becomes more compli-

cated and crucial to gain the potential capacity and coesiragrovements.

1.3 Related Work

Resource allocation in OFDMA relay-enhanced cellular oeks becomes a flourish-
ing topic recently [35] [52] [53]. However, there still ekisome challenges. The first one
is how to allocate resources cooperatively to reduce théesax radio resources due to
the unbalance between capacities on two links of a user wdeiveedata via a RS.

In [27], the authors use the Lagrange dual-decompositiothadeto show that with
fixed subchannel allocation, a modified water-filling altfom is the optimal power-allocation
solution. However, if AMC is used, power allocation does cottribute much to system
performance improvement [17] [40]. In [18], a heuristic tahzed subcarrier and power
allocation algorithm with a constraint on overall transsios power is proposed. However,
their formulations are based on a "half-and-half” framesture, in which the first half of a
time frame is allocated to transmissions from BS and thers®balf is dedicated to trans-
missions from RSs. If the RSs’ positions are fixed, this "faadfl-half’ frame structure can
not adapt to various tfac demands.

In [32], [33] and [45], the optimal RSs locations are studiduen the network topology,
traffic distribution and transmission power are determinate. évew in OFDMA cellular
networks with fixed RSs, it is costly to re-install RSs dfelient locations when the fiec

distribution changes. The mosffieient way is using dynamic resource allocation that
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assigns dterent amounts of resources to RSs according to variotisctdemands and

topologies.

Furthermore, some resource allocation algorithms areda@seanrealistic assumptions,
for instance user tfac is infinitely backlogged and all RSs can receive and trandmi
same data packets during one frame, for example the threercesscheduling algorithms
proposed in [19]. Although the second assumption simplifiesesource scheduling prob-
lem, it is not applicable to practical systems since it reggievery RS should have a very
high processing speed to decode and re-encode in a Relaiw&&cansmit transition Gap

(R-RTG).

Moveover, whether resource allocation in relay-enhaneddaorks should be performed
in a centralized manner or semi-distributed manner? Ingd%jentralized throughput en-
hancement scheduling scheme is proposed. In [7], a semibdi®d relaying algorithm is
proposed for amplify-and-forward relaying networks. QCalited scheduling can reduce
the complexity of RSs, but has a the high system overheadfdra message exchange,
since the BS requires full knowledge of the Channel Staterinétion (CSI) of each link
as well as the queue length in every RS, while every RS neebds toformed about the
BS’s allocation. To the best of the author’'s knowledge, élseno existing work refer to

semi-distributed resource allocation for OFDMA relay-anbed cellular networks.

Although there is arich literature that considers the res@allocation for relay-enhanced
cellular networks, most of them aim to maximize the sum;sueh as [18], [25], [27], [34],
and [59]. However, under the sum-rate maximization obyectisers with bad channel con-

ditions are starved since all resources are assigned te wi#rgood channel conditions.

Considering fairness among users, an uplink subchanedagitm problem is studied
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with restricted number of subchannels for every RS in [31]heArristic resource alloca-
tion algorithm that limit the maximum number of subchanraedlecated to every user is
proposed in [4]. Further more, an sum-rate optimizatiorbf@mm with minimal rate re-
guirements from users is solved by a subgradient methoipn Y¢hen every user has the
same rate requirement, fairness can be guaranteed to eneettiant. However, admission
control policies are needed to make the optimal solutioasilde, i.e. all rate requirements
should be met for admitted users.

In [56] and [28], optimal resource allocations for max-mairfiess are proposed. In
max-min fairness, the sum-up rate is limited by rates ofuigebad channel conditions.
However, due to the undesigned radio propagatiteces in wireless channel such as path
loss, shadowing and fading, there’s a high probability tteinnel conditions for some
users are very bad. Therefore, the Proportional Fairnégsgems more attractive than the
max-min fairness in wireless networks. PF maximizes thersation of logarithmic func-
tion of users’ throughputs and has been proven to gain adfidoletween system through-
put maximization and fairness [3]. In [55], the conventibR& algorithm is enhanced to

schedule subchannels dynamically under a constant poleeaabn.

1.4 Contributions

In this dissertation, we aim to desigffieient and feasible algorithms for allocating
OFDMA downlink resources for relay-enhanced cellular reeks in a frame-by-frame
basis. The resource allocation in our system model can Imeulated into optimization
problems with diferent objectives and constraints. The objective is to dpérsystem

performance such as sum-rate optimization, max-min fagngroportional fairness and so
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on. Different constraints are based offelient assumptions. However, most of formulated

problems are NP-hard and can not solved within a designaeddy extensive searching.

To make resource allocation problem tractable, in chaptere3suppose the basic unit
for scheduling is a subchannel, each subchannel can benadsig only one user dur-
ing the scheduling period, and users'fli@is infinitely backlogged. We first formulate
the optimal instantaneous resource allocation problerh thié total power constraint in
OFDMA relay-enhanced cellular networks to achieve the prtipnal fairness in the long
term. Since the problem is a non-linear constrained opétiana problem, we first propose
a low-complex resource allocation algorithm for a consfaawer allocation named 'VF
w PF’. A void filling method is employed in 'VF w PF’ to make fulise of the resources.
Further more, we use continuous relaxation and a dual degsitigqn approach to solve
the original optimization problemfiéciently in its Lagrangian dual domain. A modified
iterative water-filling algorithm 'PA w PF’ is proposed to @irthe optimal solutions. Sim-
ulation results show that our optimization algorithms ion@ the throughput of cell-edge
users, and achieve a tradébetween system throughput maximization and fairness among

users.

In chapter 4 and 5, we consider that the basic unit for scieglid a slot and users’

traffic is not infinitely backlogged. Two heuristic resource adiiian schemes are proposed.

The first one named Centralized Scheduling with Void Filli@&-VF) works in the
centralized manner. In CS-VF, the remaining slots in th@sdsubframe are filled with
packets destined to users who receive data directly fronbdise station (BS). Moreover,
based on our CS-VF scheduling scheme, four representatigkeshop scheduling algo-

rithms including round-robin, max /G max-min fairness, and proportional fairness, are
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extended to multihop scenarios to achievéidéent levels of fairness. Simulation results
indicate that when compared with the existing centralizgeduling scheme, which does
not consider void filling, our proposed CS-VF scheme is mdagpéable to dierent trdfic

distributions caused by dynamic network topology and ssaobility.

The second heuristic solution works in the semi-distridutenner. We consider there
is time division between transmissions from RSs, and jpamtthe second subframe in the
downlink data subframe into multiple RS-subframes, eachtoth is dedicate to transmis-
sions from a RS. Since fixed partition can not adapt to varifisc demands, we propose
an Adaptive Subframe Partitioning (ASP) algorithm to atfbe length of every subframe
dynamically, and suggest two ways to extend single-hopdsdhg algorithms into multi-
hop scenarios: link-based and end-to-end approaches.|&iomuresults indicate that the
ASP algorithm increases system utilization and fairnesge max ¢l and PF scheduling
algorithms extended using the end-to-end approach ohgtehthroughput than those us-
ing the link-based approach, but at the expense of more eadror information exchange
between the BS and RSs. The resource allocation scheme ASiagnd end-to-end PF

scheduling achieves a tradébetween system throughput maximization and fairness.

In chapter 3, 4 and 5, we study resource allocation in a s@§EMA relay-enhanced
cell without channel reuse. That is a slot or a subchannehotibe reused by users to avoid
intra-cell interference. In chapter 6, four channel pamiand reuse schemes are compared
in a multi-cell scenario from interference mitigation ahdaughput improvement points of

view.

The four channel partition and reuse schemes are are 7-gditigning (PF7), 4-part

partitioning (PF4), partial reuse (PR), and full reuse (BR)emes. The co-channel inter-
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ferences of these four schemes in a multi-cell scenariouirgdieue analyzed. By using
a proposed Monte-Carlo simulation algorithm, the empliri@amulative Density Func-
tion (CDF) curves of user’s Signal-to-Interference-pNise Ratio (SINR) in the worst
case are gained infiierent scenarios. Numerical results show that multihopstrassions
are greatly advantageous for improving throughput andaieguoutage when compared
with single-hop transmissions, and can especially imptbeeperformance of cell-edge
users. Among these four schemes, PF7 and PF4 mitigate om@haterferences by relay-
channel partitioning, while the other two schemes PR andriiitave the throughput by
relay-channel partitioning as well as reuse.

In a word, we study the resource allocation problem for OFDMRay-enhanced cel-
lular networks in this dissertation not only from the theéma point of view but also from
the implementation point of view. Our optimization algbris gained by optimization
approaches can be used to achieve a tridideeiween system throughput optimization
and fairness among users. Simulation results further sighat the heuristic algorithm
PR+ASP+e2e-PF provides arflicient and feasible solution for multi-cell OFDMA relay-

enhanced cellular networks.

1.5 Dissertation Organization

The remainder of this dissertation is structured as follows

Chapter 2 describes the system model of OFDMA relay-entthnebular networks
includes network architecture and frame structure. It &ighlights resource allocation
problem under the system model.

Chapter 3 formulates the resource allocation problem utideassumptions that the
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basic unit for scheduling is a subchannel, each subchammebe assigned to only one
user during the scheduling period, and userdtitras infinitely backlogged. Optimization
approaches are used to achieve optimal resource allodatiproportional fairness among
users. The work in this chapter is mainly based on [48] anil [46

Chapter 4 proposes a heuristic resource allocation schameaCentralized Schedul-
ing with Void Filling (CS-VF). Based on CS-VF, four represative single-hop packet
scheduling algorithms: round-robin, may@ Gnax-min fairness, and proportional fairness,
are extended to multihop OFDMA relay-enhanced networkse Wark in this chapter is
mainly based on [47].

Chapter 5 proposes a semi-distributed resource allocatibeme to achieve a near-
optimal solution. The proposed scheme consists of a cangtaver allocation, adaptive
subframe partitioning (ASP), and link-based or end-to4eacket scheduling. The work in
this chapter is mainly based on [49] and [50].

Chapter 6 compares four channel partition and reuse schamadti-cell OFDMA
relay-enhanced network from the viewpoints of interfeeenutigation and throughput im-
provement. The work in this chapter is mainly based on [42].

Chapter 7 summarized the dissertation and proposes seperatopics for future work.



Chapter 2

OFDMA Relay-enhanced Cellular

Networks

This chapter describes the system model of OFDMA relay-ecéicel-
lular networks includes network architecture and framecstire. Under our
system model, the basic unit for resource scheduling carsbhbehannel or
a slot; the resource allocation architecture can work ireéped manner or
semi-distributed manner; userftia pattern can be infinitely backlogged or
finitely backlogged. Resource allocation problems undéent assump-
tions have dierent forms. They can be solved by optimization approaches

or heuristic methods.

15
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2.1 Network Architecture

We consider an OFDMA relay-enhanced cellular network witBase Station (BS),
multiple Relay Stations (RSs), and multiple Mobile Stasi§MSs) or users shown in Fig-
ure 2.1. Letk € {0, 1, ..., K} denote the index of the BS or a RS, dné 0 for the BS. The
notationk also represents one of the totil ¢ 1) downlink paths for every usek,= 0 for
the direct transmission path wherdas {1, ..., K} for the relaying path through theh RS.
me {1, ..., M} is the index of a user.

All nodes including the BS, RSs and MSs work in the half-dyptede thus they can
not transmit and receive simultaneously. We do not congidieduplex radios since they
are hard to implement due to the dynamic range of incomingoamgloing signals and the
bulk of ferroelectric components like circulators [15].thre downlink direction, users can
receive data directly from the BS or via a RS. We call a usermanicating directly with
a BS asingle-hop userand a user that alternatively receives data via a R#zahop user
Two-hop relaying has been proven to give the highest systeoughput, and when the
number of hops is larger than three, the system overheadké&baeging control messages

uses a great amount of resources [10] [21].

Cooperative selection diversity, which dynamically sedeloe best transmission scheme
between direct transmission and decode-and-forwardinglajs used in the network to
achieve the multiuser diversity. Among four represeneativoperative relaying schemes
shown in Figure 2.2, cooperative selection diversity hanlgroven to be the most promis-
ing one in terms of throughput and implementation compjesiiice no signal combing is

needed in Mobile Stations (MSs) [8].

With cooperative selection diversity shown in Figure 2)2{fdirect transmission is
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Figure 2.1: The architecture of OFDMA relay-enhanced ¢tailoetworks.

used between a source and a destination, the source senage®skrectly to the desti-
nation during the whole frame, whereas in the case of deaodeforward relaying, the
source transmits to the relay node in the first subframer, déteoding the source messages
successfully, the relay node encodes and forwards the gess$a the destination in the
second subframe. In the downlink of an OFDMA relay-enharesgidilar network, the BS

is the source, and users are destinations.
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°.. ® @® Source @ Relay O Destination
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® ©] | S— » O -  TXin the 2nd subframe

Figure 2.2: Four representative cooperative relaying mesethat work in the two-
subframe relaying pattern (a)cooperative transmit dityefs (b)cooperative transmit
diversity-2 (c)cooperative receive diversity (d)coopeeaselection diversity
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2.2 Frame Structure

In frame-based networks, the timeline is divided into consige frames, each of which
further consists of a downlink (DL) subframe and an uplink.idubframe. Figure 2.3
illustrates a multihop MAC frame structure which is propse [16] and [23] for relay-
enhanced IEEE 802.16 networks.

MS can compete for transmission opportunities in the updimiframe. The standards
such as 802.16j define the mechanism on how to compete andchavoid collision in
the uplink. After a MS gets a transmission opportunity sssbdly, it can send the QoS
requirements gathered from applications to the BS, andttiteBS can allocate resources
according to users’ requirements.

A DL subframe is further divided into two subframes since theperative selection
diversity works in the half-duplex relaying pattern. In tdewnlink direction, BS first
broadcasts a control message, which contains a DL-MAP andBAP messages. With
these mapping messages, single-hop users and RSs arednoftiffee corresponding re-
sources assignments. After receiving messages sucdes#fuing the DL subframe 1,
each RS converts from receiving mode to transmitting modetime gap, and then broad-
casts its control message at the beginning of the DL subfianvehich also includes a

mapping message, with which every two-hop user gets theresallocation information.

2.3 Frame-by-Frame Resource Allocation

Resources in wireless communication systems usually tefane, spectral and power.

Suppose resources are allocated on a frame-by-frame lgasiglang to Channel State In-
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| Framen-l | Framen | Framen+l | Time

roadcast control messages Contention window |:| Guard time gap

DL Subframe 1 DL Subframe 2 UL Subframe 1 UL Subframe 2

Figure 2.3: A MAC frame structure for relay-enhanced IEER.86 networks.

formation (CSI) estimated from previous feedback. Morepglannel coherence time is
considered to be much longer than the frame length; henaepehstates are invariant dur-
ing each scheduling epoch. Under the network architectugettze frame structure intro-
duced in section 2.1 and 2.2 respectively, we divide theuresoallocation in an OFDMA

relay-enhance cellular network into three tasks: powercation among all subchannals,

path selection for every users, and data frame schedulimg@hmnks.

2.3.1 Subchannel-based vs. slot-based

To address the downlink resource allocation problem in ORD#lay-enhanced cel-
lular networks shown in Figure 2.1, we ignore the control sages and focus on the DL
data subframe shown in Figure 2.4, which conté@rtéme slots in the time domain ard
subchannels in the frequency domain. The basic unit for flatae scheduling can be a
subchannel denoted loye {1, 2, ..., N} or a slot which is a time-frequency unit represented
by (n,s)withne {1,2,..,N}andse {1,2,...,S}.

The two basic units provide fierent degrees of freedom for resource scheduling. Us-

ing slot as the basic unit may increase the utilization obueses but at the same time
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DL data subframe >

«—Subframe 1 r | «—Subframe 2———

277/ TN 0 e

N-1 N

7

V//7777] Slots for transmissions on BS-RS and BS-MS links
V///7/7] Slots for transmissions on RS-MS and BS-MS links

Figure 2.4: Dowlink data subframe for OFDMA relay-enhannetivorks

increases the complexity of resource scheduling algosthB8lots or subchannels in the
first subframe can be assigned to transmissions in BS-RS 8Ad 8 links, whereas those
in the second subframe can be allocated to transmission$#v8 and RS-MS links.

Therefore, the third task of our resource allocation pnobig actually slot or subchannel

scheduling among links.

2.3.2 Centralized vs. semi-distributed

A resource allocation architecture for OFDMA relay-enhathcellular networks is
shown in Figure 2.5, wher®l, denotes the number of users who receive data via.FBS
builds a virtual First-In-First-Out (FIFO) queue to stohe tdownlink data from the back-
bone network for each user, whereas each RS also buildsuaMit-O queue for each of
its associated users. Under the proposed resource atlneatihitecture for relay-enhanced

cellular networks, resource allocation can work in ceteal manner or semi-distributed
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manner.

In centralized allocation, BS is responsible for allocgtihe available resources to all
links. To perform éiciently, BS needs to be aware of the CSI of each link and psrtiep
gueue length on every RS. Every RS should be informed abeultbcation by a broad-
cast control message, e.g. the DL-MAP message in 802.1&refdre, the centralized
allocation can reduce the complexity of RSs, but it consumegse resources for control
message exchange.

In semi-distributed (also called RS-aided) allocationa@3Signs each RS a RS-subframe;
then each RS allocates the subframe to its associated ysassiy its own scheduler. In
this way, system overhead for information exchange betviggmand RSs as well as the
computational complexity of the BS are reduced. Howevegntable cooperation between
BS-RS and RS-MS links, resource allocation schemes shaddie which information

need to be feedback from RSs to BS.

2.3.3 Infinitely backlogged traffic vs. finitely backlogged trefic

Most works on resource allocation in OFDMA relay-enhanceliutar networks as-

sume that there are infinite backloggedtitastreams for users. This assumption simplifies
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Figure 2.5: Resource allocation architecture for OFDMAyednhanced cellular networks.
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the resource allocation problem, since with this assumpiger’s tréfic pattern need not
to be considered.

However, the downlink tridic to every user in real cellular networks is not always back-
logged. Diterent users may haveftiérent trétic demands. Taking user’s ffiz pattern into
consideration is more realistic, however, it increasestmeplexity of resource allocation

algorithms.

2.3.4 Optimization approaches vs. heuristic solutions

Resource allocation in OFDMA relay-enhance cellular neksdncluding power allo-
cation, path selection, and slot or subchannel scheduteag be formulated into an opti-
mization problem with an objective to optimize system perfance such as the sum-rate
maximization, proportional fairness and so on. Howevedeaurditerent assumptions, the
problem formulation has fferent constraints. One way to solve the problem for optimal
resource allocation is using optimization approaches asaual decomposition [57], sub-
gradient method [6] and so on. However, most optimizatiadl@m for resource allocation
in OFDMA relay-enhanced networks are veryhdult to be solved by using optimization
approaches, somdteient heuristic solutions need to be find to achieve sulnugdtallo-

cations.

2.4 Summary

In this chapter, we first give the system model including te&work architecture and

the frame structure. Under the system model, we furtheddithe downlink resource
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allocation in OFDMA relay-enhance cellular networks irtioete aspects: power allocation
among all subchannals, path selection for every users, lahdrssubchannel scheduling
among all links. Moreover, a resource allocation architexts proposed and it can work
in two manners: centralized and semi-distributed. Withnitdly or finitely backlogged
traffic for users, resource allocation problem in OFDMA relayaanded cellular networks
will have different complexity. Finally, optimization approaches andristic algorithms
can be used to solve the optimization problem for resourdceation in OFDMA relay-

enhance cellular networks.



Chapter 3

Optimal Resource Allocation with

Proportional Fairness

To make resource allocation problem under our system madéabtile,
we suppose the basic unit for scheduling is a subchanndi, ssdichannel
can be assigned to only one user during the scheduling permiusers’
traffic is infinitely backlogged. Optimization approaches arelus&chieve

the optimal resource allocation for proportional fairn@ssng users.

3.1 Introduction

With DF relaying, if a subchannel is assigned a relaying path user, the BS transmits
during the first subframe while a RS listens; and if the RS eode the source message
successfully, it re-encodes the message and then forwtamhie user during the second

subframe. However, for a direct path, the BS transmits detfaet destined user during both

24
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subframes. Therefore, the BS is always in the transmittingemduring downlink frames
while all users are always in the receiving mode. Only RSs&lnieechange their modes

between receiving and transmitting when a subframe starts.

We first formulate the instantaneous resource allocatit;man optimization problem
which can achieve proportional fairness in the long-ternepBrtional fairness provides a
reasonable function to trade the total system throughpilt wgers’ fairness. The problem

is a NP-hard combination optimization problem with noreln constraints.

To reduce the computational complexity on solving the pobhlwe assume a constant
uniform power allocation to linearize the problem, and thise a void filling method to
fulfill any unoccupied resource caused by unbalanced déta om the two hops of a re-
laying path. Combining the constant power allocation andiag filling, we propose a

low-complex resource allocation algorithm named 'VF w PF'.

Moreover, to solve the original problem, we first introduceng new variables, and
then use continuous relaxation and a dual decompositioroapp to solve the primary
problem dficiently in the Lagrangian dual domain. A modified iterativater-filling algo-
rithm named 'PA w PF’ is proposed to find the optimal joint psg¢ihection, power allocation
and subchannel scheduling under the proportional fairrigsally, the performance of our

proposals are evaluated by extensive simulations.

The rest of this chapter is organized as follows. The prolitemulation is presented in
section 3.2. Section 3.3 proposes a low-complex resoul@esdion algorithm named "VF
w PF’. In section 3.4, we solve the original optimization Iplem by a dual decomposition
method and then give an iterative algorithm 'PA w PF’ to find tiptimal solutions. Section

3.5 presents some simulation results and section 3.6 abexhhis chapter.
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3.2 Problem Formulation

We useS D, S R andR(D\, to represent the direct link from the BS to userthe first-
hop link from the BS to R%, and the second-hop link from R&o userm, respectively.
Yso, Ysg andygp, are the Carrier-to-Noise power Ratios (CNRs) of the linidigated
by the subscripts on theth subchannel. We havg' = |h"?/(NoB/N), whereB/N is
the frequency bandwidth per subchannsj;is the single-sided power spectral density of
Additive White Gaussian Noise (AWGNI is the channel gain for subchanmebn the
link indicated by the subscript '*’.

The achievable rate of users direct path on the@th subchannel is

Rg,m = RgDm = log, (1 + P D",?’g Dm)’ (3.1)

wherep is the power allocated to subchannein link ™’

For a relaying path on theth subchannel, the achievable rate is the minimal capacity
of its first-hop and second-hop links. Suppose the first smiérand the second subframe
have the same time length, i8; = S; andSy+ S; = S in Figure 2.4. Thus the achievable

rate of thekth relaying pathK # 0) for usermon thenth subchannel is given by

1 .
RQm =5 mln{RgR, R{;kDm}, (3.2)
where
Rsg = log, (1 + pg&?’ga)’

Rx.o., = 100, (1 + prI]%(Dmyn&(Dm)'
Define oy ,, € {0, 1} as the joint path selection and subchannel schedulingatafic

Pem = 1 if and only if thenth subchannel is assign to thth path of usem. Thusm's
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achievable data rate of a frameRg(t) = (2,11 pI pEm(t)R{lm(t)). Therefore, the asymp-

totia system throughput is
T M

= lim sup1 Z Z Rin(t).

t=1 m=1

If we define user’s utility function in théh frame as
N K a
Un(® = ( 3 D At OREn®) /Tm0? (3:3)
n=1 k=0
the proportional fairness can be achieved in the long tefmd3andb are parameters to
adjust how fair the scheduler performs. Without loss of galitg, we assuma =b =1
henceforth. T,(t) is the average throughput for userby thetth frame, which can be
updated by an exponential moving average with the weiglhtfac as
1
Tut+ 1) = (1= 2)Tn® + Z 3" 0RO (3.4)
n=1 k=0
Therefore, the PF optimization problem with the total powenstraint is formulated
as following

(P1) maxm|zeZ {Ti ZN: Z ('Oka'lz m)}

n=1 k=0
s.t Cl'pk,m € {0, 1}, Yk, m n,

M K
CZ:Z Zpgm <1,vn,

m=1 k=0
c3: pgm, PSR PR, = 0, Yk, mn,

ca: Z Z {pOmpSDn + Z Zme(pSR( + PRM )} < Pr. (3.5)

n=1 m=1

where we omit the notation of frame c1 denotes that each subchannel can be assigned
to only one user, and that user can receive data only from atiteqm that subchannel. c4

is the sum power constrains, whe},qg’m(pgﬂ + pngm) is the average power allocated to
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a relaying path. The sum-rate maximization problem is aiapease of our problem with
Tm = 1 for all users during every frame. They can be solved sityil&towever, with the
sum-rate maximization objective, users with bad channetltimns are starved since all

resources are assigned to users with good channel corglition

3.3 A Low Complexity Resource Allocation Algorithm

3.3.1 Constant power allocation

The optimization problem (3.5) is a NP-hard combinationrofgation problem with
non-linear constraints. It’s very filicult to find the optimal solutions within a designated
time by extensive searching over all possible paths, powdrsabchannel allocations.
However, the complexity of solving the optimization prablean be reduced significantly
by a constant power allocation. Since the achievable raénsreasing function of power,
we assume the total power is uniformly allocated to subcelsrasps, = psg = Prp,, =
Pr/N.

With constant power allocation, the BS can precalculat&g]| using (3.1) and (3.2).
Then (3.5) is converted into &,1}-integer linear optimization with + 1)MN binary
variables. We divide (3.5) intbl subproblems

M K

_ 1

(P1") maX|m|zeE T g (pﬂ,mRE,m) s.t. c1,c2
m=1 ™M k=0

On each subchannel, the optimal path for every user can éetsdlas

ki = arg maxR,,, Ym,n, (3.6)
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and then subchannels are allocated to users by

My = arg max R /T, VN (3.7)

3.3.2 Void filling

Under a constant power allocation, thi&eetive rate of a relaying path according to
(3.2) is limited by the achievable data rate of the link whk tvorse channel state between
the two links in the path. The subchannel assigned to a redagath can not be fully
occupied because of the unbalanced data rates on the tvgo Ankoid filling algorithm is
proposed to improve users throughput by assigning the ésmurces to users’ direct links.
The void filling algorithm is reasonable because the BS angsals do not need to change
their modes during the whole downlink frame. An example @vahin Figure 3.1.

In Figure 3.1, suppose the achievable data rates ofrasedirect link, first-hop link
and second-hop link on a subchannelre 1 bps, 8 bps and 4 bps respectively. In the case
of direct transmission shown in Figure 3.1(a), the achikvdata rate om of this user is
1 bps. With decode-and-forward relaying, the maximum aeliike data rate of this user
onnis 8/3 bps wheru, the normalized length of the first subframe, is equal to titental
value of %3 (in Figure 3.1(b)). Ifu = 1/2 (in Figure 3.1(c))m's achievable data rate an
is 2 bps. In this case, 25% of the DL data subchannel is uneedujdith the void filling
algorithm (in Figure 3.1(d)), the remaining resources doeated tok’s directly link hence
k's end-to-end achievable data raterois increased to 8.

The maximum achievable data rate of a relaying path can omlgdhieved whem
equals the optimal value. Since in OFDMA systems, it is inggas that every relaying

path has the same optimabn every subchannel, the void filling algorithms can be used t
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A

Ts
BS ->MS

(a)

—(1/3) Ts—{« (2/3) Ts—————»
BS >RS RS > MS
(b)
-(1/4) Ts—t=(1/4) Ts—{t—(1/2) Ts——»
BS >RS Tree RS > MS
()
a~(1/4) Ts—{=—(1/4) Ts—ta——(1/2) Ts——»
BS >RS | BS > MS RS > MS

()

Y

Figure 3.1: An example of (a) direct transmission and deeodkforward relaying when
(b)u=1/3,(c)u=1/2, (d)u = 1/2 with void filling
make the full use of subchannels.

With void filling, the achievable rate of user’s relayingKiis changed to

uReg + R (- W - uR R, b i Ry, /REG 2 U/ -0

m 9

(1- WRLp, +Rig (U= (1~ URY, /R |, otherwise

(3.8)

whereu is the length of the first subframe normalized by the framegtlenin this paper,
we assume = 1/2. The void filling algorithm dose not change the complexityhe joint
path selection and subchannel scheduling algorithm.

The computational complexity of the low complexity algbnt in the worst case, where
the trdfic for all users is always backlogged in each scheduling rpisr@(2M(K + 1)N).
Suppose we have 8 RS in a cell and the system bandwidth is 5télprofiles of WiMAX
define 15 and 17 subchannels respectively for the downlinktha uplink with PUSC
operation Namely k=8 and N= 15. Moreover, we assume the cell radius is 3000m and
the density of mobile user is 2 usgksn? for suburban area, there are around 57 users in a

cell. In urban area, the density of user is much higher thahithsuburban area; however,
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the cell size may shrink to make sure that the total numbersefaiin a cell is not too
large, thus most users’ requirements can be met. Wigb®J K =8 and N= 15, we have

2M(K + )N = 15390.

3.3.3 Summary of the proposed algorithm

AssumeMy(t) denote the set of users who have not been schedulgdiuys we have
Tm(t) = 0 for anym € Mo(t). The optimal resource allocation with proportional faiss

and void filling (VF w PF) is summarized as follows.

Initialize Tm(1) = 0 andpg, = Pk, = Pro,, = Pr/N.Ymk, n.
For each OFDMA frame t
Initialize p ,, = 0, Ym, k, n andMo(t) = {m/T(t) = O}.
If Mo(t) # 0
1. CalculateR} (t) for m e Mo(t) andvk, nusing (3.8).
2. SetRy (t) = 0 form ¢ Mo(t) andvk, n.
else
1. CalculateR  (t), Ym k, nusing (3.8).
end
Select paths for all users on every subchannel using (3.6).
Assign subchannels to users according to (3.7) Witl= 1 for m ¢ M(t).
Setpgn = 1, ¥Yn.

Update every user’s average throughput according to (3.4).
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3.4 Joint Optimization Algorithm

In this section, we aim to solve the original problem P1 i) &ficiently. Our solution
includes not only the optimal path selection and subchastiedduling but also the optimal

power allocation.

3.4.1 Dual decomposition

We first introduceK + 1)MN new variablespy ., Yk, m, n}, each of which indicates the

average power allocated to subcahrmmalve have

Pem = . (3.9)
(Pig + PRo,)/2. otherwise

On the other hand, from the expression of the achievablefoata relaying path in
(3.2), itis straightforward thaR | (herek # 0) is maximized if and only iR = Rg .
Thus the optimal power allocated to the first-hop link of ay@lg path and that allocated

to its second-hop link should satisfy

N n
PSR _ TRon, (3.10)
Prom  Vsk
With (3.9) and (3.10), we get the achievable rate of kite path for usem on thenth

subchannel as

R, = Cl,log, (1 " czgmpgm), (3.11)
1, if k=0 Yo, iF k=0
whereCly = andC2} =
' ZYQRYEkDm

1/2, otherwise , otherwise

V3R *YR.Dm
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So the optimization problem (3.5) becomes

(P2) maX|m|zezN: EM: ZK:p |092 (1 + C28 P m)

n=1 m=1 k
S.t CI pkm {O, 1}’ ’

N
c4: ) PR P < Pr.k,mn. (3.12)

Due to the first constraint ¢1the optimization problem P2 in (3.12) is a mixed integer
programming problem, and thus the strong duality may nat.htd make the optimization
problem P2 tractable, we relax the integer constraint togitwoous one. Then the duality
gap of P2 is approximately zero when there is a large numbsulothannels [56]. The

continuous relaxation permits time sharing of each subodla®2 can be rewritten as

N M K

(P3) maX|m|zeZ Z Zpkm T “log, (l +C2 P m)
n=1 m=1 k=1

st c:0< p 1, vk, mn,

c2,c3,c4. (3.13)

Instead of solving P3 directly, we can solve its dual probsnce the strong duality holds

for P3.

Since c4is the only constraint that coupled, the dual decompositi@thod [57] can

be used to decouple that constraint. We form the Lagrandi@Bowith respect to the



34 Chapter 3: Optimal Resource Allocation with Proportionalifhess

coupled constraint ¢&as

N M K C
DIMICECA R
K
Z kmpkm)
k=0

N M K C
= Z Z Zpﬂm{-l-_ IOgZ (1 + C2k,mpk m) /lpﬂ,m} + /lPT (314)

+
Mz
) e

whered is a Lagrangian multiplier andl > 0. Let the dual objective function be

maximize.(p, P, 1)
g(d) =
st.cl”,c?2,c3

Then the dual problem of P3 is given as

minimize g(2)

st. 1>0.

Sinceg(A) is easy to compute, the dual problem can be solved much nficceetly than
the original problem.
We further decompose the dual objective function iNt@er-tone optimization sub-

problems:

K

(P3") maX|m|zeZ Zpﬂ m{ X log, (1 + C2; by m) /lpﬂ’m}

m=1 k=1

st ct,c2,c3.

The aboveN subproblems interact through the Lagrange multiplier
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Proposition 1 For a given4, if the optimal solutions of th&l per-tone subproblems
{P3'|Vn} satisfy the constraint thaf)\_; X1 Yo pm Pem' = Pr {0’ P )s Yk, m n}
is the optimal solution for the optimization problem P2.

Proof: With a given2, the objective function of every R8is an dfine function of
{okml 7k, mp with the codficients{C1, log, (1+C2}  p¢ )/ Tm—ApPy . IVk, m}, where{p; . "[Vk, m}
are the optimal power allocations for'P3o maximize this objective function, the optimal

Prm Should be set as

*

Pkm =
1,if (m k) = arg ma>{%k log, (1 + CZE’mpE,m*) - /lpﬂ,m*} | 3.15)
0, otherwise
If {pg,,'IVk, m} and{of,."|Vk, m} for all n satisfy the constrai L, Ymy S0 Ppm Pom’ =
Pr, they are also the optimal solutions to P3. On the other Haomh, (3.15), allpy * for P3
are either 0 or 1, which also satisfy the first integer comstd’ in P2. Since P2 and P3 are

different only in the first constraintoy .*, P¢,), Yk, m, n} is also the optimal solution for

P2. O

3.4.2 A modified iterative water-filling

Each of theN subproblemg¢P3’, ¥n} can be further divided intd{ + 1)M power allo-

cation problems
. Cl1 - .
(P3,) maximize— Iogz(l+CZk,mme)—/1me s.tc3.
m

which could be solved as

Pr
Cl, 1
n x _ _
Pem = [/leInZ CZEmL , Yk, m, n. (3.16)
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For a giveny, all constraints in the dual objectiyé1) are de-coupled, thus an iterative
water-filling like algorithm [57] can be used to solve the lpgeon dficiently. The basic
idea of the iterative algorithm is: in each step, we use theemfdling algorithm in (3.16)
with a fixed water level to calculate the optimal power allocation for all users’hzabn
every subchanndip; “IVk, m}, and then select the optimal paths and assign subchannels
to users jointly according to (3.15). [\, Sy Tk ot Pem — Pr| < € whereeis a
significantly small value closed to 0, according to the Prifan 1, they are approximately
the optimal solutions to P2. Otherwise, we change the wated k. Since the adjustment
occurs in a one-dimensional space, the bisection seardmoohebuld be used to find the
optimal water level fficiently. The subgradient condition (3.15) #f1) suggests that if
Thet Dot Skeo P P’ < Pr, we should decreast vice versa.

From (3.16), for giverk, m, n, the maximalt is got whenpy = 0 whereas the minimal

Ais got whenpy = Pr, thus we set the minimal and the maximare given by

. Cl "
Amin = [mm{Tmlnz(PT +1/C2Em),vn, m, k}] ) (3.17)
A CUCZm o mid] 3.18
max = max{m, n,m, }l . (3.18)

3.4.3 Summary of the proposed algorithm

The joint optimal resource allocation with proportionatfess (PA w PF) is summa-

rized as follows.

Initialize Ty(1) = 0, Ym.

For each OFDMA frame t
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Initialize Mo(t) = {MTm(t) = O} pg (1) = 0, pg () = 0, Ym k, n.
While |Pr - $oL St Sico PEm® Plm(®)] > 108 -2

Let A = (Amin + Amax)/2.

If Mo(t) # 0

1. Setdyin, andAmax as follows

Amin = min{ Cl
mn In2(Pr +1/C2;,)

CUB o ]
In2

,vYn,m, k}] ,

Amax = max{

2. Allocate power tan € My(t) according to

Pr
Cly 1
= — - ,Yme Mo, k, n.
Pim [an czg,mL = Mo

3. Select paths and assign subchanneis é0My(t) according to

*

pEm =
Lif (m K) = arg ma{Clelogy (1 + C2Ply ) = 1P|

0, otherwise

ese

1. Setd,in andAmaxaccording to (3.17) and (3.18) respectively.
2. Allocate power to all users according to (3.16).

3. Select paths and assign subchannels to all users usirf).(3.

end

If X0 Yy Zheo Pam®Pim(®) > Pr
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Amin = 4.
else

Amax = 4.
end

end

Update every user’s average throughput according to (3.4).

3.5 Performance Evaluation

3.5.1 Simulation setups

We consider a single cell with a BS located in the center arifdumly surrounded by

certain number of RSs. There are totally 64 subchannels, @éawhich is modeled as a

flat fading channel with path loss, log-normal shadowing Ragleigh fading according

to [20]. The channel model for BS-RSs links is chosen to beeTyp(suburban, ART to

ART model), and those for the BS-SS and RS-SS links are TypsuBufban, ART to

BRT model for intermediate path-loss condition). Otherdetion parameters are shown

in Table 5.1.

Table 3.1: Simulation Parameters for Optimal Resourcecalion with PF

Parameters Values | Parameters Values

Cell radius 3000 m | System bandwidth | 1.25 MHz
BS-RS Distance | 2000 m | Noise density —174 dBmHz
Central frequency 3.5 GHz | Height of BS antenna 32 m

Frame length 5ms Height of RS antenn@a10 m

tc 100 Height of SS antenna 1.5m
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Numerical results are average over 2000 scenarios. In eaciaso, users are located
randomly with a fixed distance from the BS, and* 30iccessive channel realizations are
implemented. We assume there are 8 users in the cell. In eadlarso, thdth user is

located randomly with(3000/8)m from the BSj € 1, 2, ..., 8.

The channel models used are typical to evaluate perfornaratgorithms in suburban
area covered by OFDMA relay-enhanced networks. Besiddssfgarameters for urban
area can also be considered, but they keep the relativerpenfice tendency of our algo-
rithms. Regarding the heights of antennas, they are not portiant for our algorithms.
The reason why we set the BS-RS distance to be 3000m is thaawetavmake sure that
the outage probability for cell edge users is pretty higl®7% the detailed calculation is
given in page 76). In this case, using relays has potentiadfiis; nevertheless, resource

allocation algorithms are crucial to gain the potentialdféa of multihop relaying.

On the other hand, most research papers on resource alocéatiOFDMA relay-
enhanced cellular network assume the proportion of the BSliRtance to the cell radius is
2/3, we make the same assumption. From our simulation resufigiure 5.3, this assump-
tion maximizes the system capacity. Other parameters, asithe total power constraint
and the number of RS, we treat them as input variables, andtatipm during simulations.
From our results, we can see various power constraints amtbens of RS achieve filer-
ent absolute values of throughput and fairness index, layt do not change the relative

performance tendency of our algorithms.
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3.5.2 Simulation results

'NearRS & ST-FDMA' denotes the benchmark algorithm. 'Ne&trRepresents that
if the distance from the BS to a user is larger than the BS-R&udce, the user selects a
relaying path via the nearest RS; otherwise, the user cliooseeive data directly from the
BS. 'ST-FDMA refers to a static FDMA, in which the total powis uniformly allocated
to subchannels, and subchannels are allocated to usergadetgrmined order. 'VF j@
fairness’ and 'PA vio fairness’ perform similarly as 'VF w PF’ and 'PA w PF’, respieely.
The only diference is thal,, is fixed to 1 for every user all the time in 'VF/w fairness’
and 'PA wo fairness’, thus 'VF vio fairness’ and 'PA vio fairness’ achieve the system
throughput maximization.

First, we plot system throughput and fairness indexes ofitleeresource allocation
schemes by deploying 8 RSs in the cell and changing the totaepconstraint. The

fairness index is Jain’s fairness index, which is defined as

fairmessindex= ()" Ro)*/(M > R8) (3.19)

whereR,, denotes the throughput of tieth user. The fairness index ranges from0to 1. A
system with a bigger fairness index is considered to berfaire

In Figure 3.2 and Figure 3.3, both system throughputs anddss indexes increase
with the total power constraint. The resource allocatidmesees without fairness consid-
eration achieve the highest system throughput but the Idaiesess index, since they aim
to maximize system throughput by assigning more resoucesérs with good channel
states, however, users in poor channel conditions may bestarved.

In'VF w PF’ and 'PA w PF’, the proportional fairness is considd. Therefore, com-

pared to the benchmark algorithm, 'VF w PF’ and 'PA w PF’ coalthieve a tradeb
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Figure 3.2: System throughput under various total powestramts.

between system throughout maximization and users’ fastnBse system throughput gaps
between 'VF w PF’ and 'PA w PF’ are very small even the compatet! complexity of
'PA w PF’ is much higher than that of 'VF w PF’. However, 'PA w Pimproves users’
fairness especially in the low power regime. Thus the ogtpoaver allocation can not

gain much in system throughput but can improve fairnessfgigntly.

We further compare the average throughput for cell-edgesubkere the cell-edge users
are users located far from the BS. Due to the path loss, they Wwarse channel states in
average than the users near the BS. We classify the 6th hlamdtthe 8th users as the cell-
edge users. Figure 3.4 shows the average throughput ofrée dkll-edge users when the
number of RSs located in the cell increases from 2 to 15. Tia power constraint is set

to 46dBm. From Figure 3.4, increasing the number of RSs cammpove the throughput
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Figure 3.3: Fairness index under various total power camgs.

for cell-edge users if the fairness among user have not beesidered. With proportion
fairness, the average throughput of cell-edge users isfis@mtly increased. 'PA w PF’
achieves higher throughput for cell-edge users than 'VF w s the optimal power

allocation can improve the throughput for cell-edge users.

3.6 Summary

The deployment of relay stations in OFDMA cellular netwoika promising solution
to provide ubiquitous high-data-rate coverage. Howevenakes the resource allocation
a more crucial and challenging task. In this chapter we féateuthe optimal instanta-
neous resource allocation problem including path selecpiower allocation and subchan-

nel scheduling to achieve the proportional fairness in dmgiterm. We first propose a
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Figure 3.4: Average throughput for cell-edge users whéiemint number of RSs are lo-
cated in the cell.

low-complex resource allocation algorithm named 'VF w PRdar the constant uniform
power allocation, and then use a void filling method to maKkeuse of the wasted re-
sources caused by unbalanced data rates of the two hops layangepath. We further
use a dual decomposition approach to solve the originahagdition problem #iciently
in its Lagrangian dual domain, and propose a modified itezatiater-filling algorithm
named 'PA w PF’. Simulation results show that our resourd¢ecation algorithms im-
prove the throughput for cell-edge users, and achieve adfiadetween system through-
put maximization and fairness among users. Moreover, cosdpaith the constant power
allocation, the optimal power allocation can not gain mutlsystem throughput but can

significantly improve the throughput for cell-edge userd also the fairness.



Chapter 4

A Novel Centralized Resource Allocation

Scheme

In this chapter, we suppose the basic unit for schedulingsktaand
users’ trdtic is not infinitely backlogged. A heuristic resource allooat
scheme named Centralized Scheduling with Void Filling (\@F9-is pro-
posed. Based on CS-VF, four representative single-hopepackeduling
algorithms: round-robin, max/; max-min fairness, and proportional fair-

ness, are extended to multihop OFDMA relay-enhanced n&swyor

4.1 Introduction

Under the resource allocation architecture proposed itidde2.3.2, we proposed a
novel centralized scheduling scheme called CS-VF for OFDidiay-enhanced cellular

networks. In CS-VF, the remaining slots in the the secondrante are filled with packets

44
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destined to users who receive DL data directly from the BStedwer, based on our CS-
VF scheduling scheme, four representative single-hopdsdimg algorithms: round-robin,
max QI, max-min fairness, and proportional fairness, are extdrtd multihop scenarios.
Simulation results indicate that when compared with theteg centralized scheduling
scheme, the proposed CS-VF scheme is more adaptabléféoedi trdfic distributions
caused by dynamic network topology and user mobility. Andnhances not only the
system throughput but also the fairness among users.

The remainder of this chapter is organized as follows. A jgnolin existing centralized
scheduling schemes is raised in Section 4.2. Section 4@peal the centralized schedul-
ing scheme CS-VF. Based on CS-VF scheme, four single-hagdsitihg algorithms are
extended to two-hop scenarios. Section 4.4 presents thdagtion method and results.

Finally, we conclude this chapter in Section 4.5.

4.2 System Model

To address the downlink scheduling problem in OFDMA relairanced cellular net-
works, we focus on the DL data subframe shown in Figure 2.4¢lwontainsS slots in
the time domain andl subchannels in the frequency domain. The basic unit of resou
allocation is defined as slot denoted by 1, s), which is a time-frequency unit compris-
ing a time-slot (i.e. a number of subsequent OFDM symboldhé&time domain and a
subchannel (i.e. a number of subcarriers) in the frequenayaih. Transmission power is
uniformly distributed among subchannels since when AMGsid power allocation does
not contribute much to system throughput improvement Q][

In [27] and [26], the time division between BS and RS transioiss is considered, i.e.
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the DL data subframe is further divided into two subframaseXisting centralized resource
allocation schemes, two steps are needed to do the schgduinsmissions from the BS
are scheduled in the subframe 1 within the Bgttime slots, and transmissions from RSs
are scheduled in the subframe 2 within the remair8ngime slots.

Since the amount of data to be transmitted by the BS and eactieRénds on the
network topology and tiféic pattern of users, as well as on the scheduling algorithmed us
in each hop, the existing two-step centralized schedulaigeme with fixedSy and S;
values can not be well adapted tdfdrent scenarios. In [26], an adaptive partitioning
between the first and the second subframes is proposed, amWig maximum throughput
is achieved by dynamically adjustif8y andS;. However, although this method improves
system throughput, it severely increases computatiomaptexity. In the next section, we

propose a simple adaptive method to provide an easy way ttldntns problem.

4.3 Proposed Centralized Scheduling Scheme

4.3.1 Centralized scheduling with void filling

When a MS is associated with the BS or a RS after entering ttveonle, the BS and
RS will temporarily build a FIFO virtual queue in their fbers to store the DL packets
destined to that MS. The BS has full knowledge of the chametimation and the queuing
information of each RS, and it does centralized schedulagé by frame.

From the centralized multihop MAC frame structure in FigRr&, we notice that since
all single-hop users are in the receiving mode during the Dihframe, they can filter

out their data transmitted not only in the subframe 1 but aisbe subframe 2 by using
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Figure 4.1: An example of CS-VF scheme with E-RR: (a) An OFDké&fay-enhanced

cellular network and the link sets, (b) A example schedguesults for the system shown
in (a).

the resource allocation message broadcasted by the BSeHaricame is scheduled in
three steps in our centralized scheduling method (see thm@e in Figure 4.1), thus

the subframe 1 is called the RS-receiving subframe and thigasue 2 is called the RS-

transmitting subframe.

1) In order to reduce the amount of data stored in RSs, the B8yfschedules the
packets stored in RSs destined to two-hop MSs in the subfganmil it is fully occupied

or all virtual queues in RSs are empty.

2) If the subframe 2 is not full, packets stored in the BS destito single-hop MSs are
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scheduled on the remaining slots of subframe 2 until it is/fatcupied or all packets for
single-hop MSs stored in the thar of the BS are scheduled.

3) Finally, packets stored in the BS destined to both sihgleMSs as well as two-hop
MSs are scheduled in the subframe 1 until it is fully occumethere is no packet stored
in the BS.

By filling the void slots in the subframe 2 with packets destirto single-hop MSs in
the second step, our centralized scheduling with void §IiGS-VF) scheme can improve
system throughput under variousfira distributions on dterent hops even with fixed par-

titioning between the two subframes.

4.3.2 Four scheduling algorithms

In each step of CS-VF scheme, packet scheduling algorithenseseded to assign data
to void slots in subframes. In this subsection, four reprege/e single-hop scheduling
algorithms: round-robin, max/C max-min fairness, and proportional fairness are extdnde
to two-hop scenarios.

When the BS schedules a frame, it only considers the links adta to transmit, which
we call the non-empty links. In our centralized scheduladgnon-emptylinks are divided
into three sets: direct-hop, first-hop, and second-hop. diteet-hop link set includes all
non-empty BS-MS links. The first-hop link set consists ofvéattual non-empty first-hop
links corresponding to two-hop MSs, whereas the secondlih&pset includes all non-
empty RS-MS links.

All links in the second-hop link set can only be scheduledhmfirst step, and all links

in the direct-hop link set can be scheduled in the second Bidpe last step, all links in the
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first-hop link set combined with the un-scheduled diregt-hinks are taken into account.

The following four algorithms are used to pick up the scheduinks in each step.

1) Extended Round-Robin scheduling (E-RR)

In E-RR, all links in the link set are scheduled by turns. Fegd. 1(b) presents an exam-
ple scheduling result of the E-RR scheduling algorithm daseour centralized scheduling
scheme for an OFDMA two-hop relay-enhanced cellular systémtwo RSs and seven
users illustrated in Figure 4.1(a). Resource blocks witfeent fillings are assigned to
different links, and the corresponding destination for a virfiust-hop link is marked in

the parentheses.

2) Extended Max (/I scheduling (E-MaxC/l)

With AMC, the achievable data rate, which reflects the chbomadition, can be used
instead of @. So on each subchannel, the E-Makglcks up the linkl . corresponding to
the user with the maximum achievable data rate. The caiounlaf r(n, t), which denotes

the achievable data rate of useon subchannei at framet, is defined in Section 4.3.3.

Il = arg nr1na>(rm(n, t)) (4.1)

3) Extended Max-Min fair scheduling (E-MaxMin)

In the E-MaxMin scheduling, a link corresponding to the uséh minimal average
throughput is scheduled on every subchannel. In Eq. (Rg2(t) denotes the average

throughput of usem beforet, and it is updated before the scheduling of each frame. The
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updating mechanism is also given in Section 4.3.3.
Iy = arg max1/Ro(t)) (4.2)

4) Extended Proportional Fair scheduling (E-PF)

As in the traditional PF scheduling algorithm for a singlgpltommunication system,
E-PF picks up the scheduled link according to Eq. (4.3). Triig difference is the defini-
tion of rp(n, t). In two-hop scenarios, the calculationrg{n, t) takes both the first-hop and

the second-hop data rates into account.

I = arg maxrm(n, 1) /Re(t)) (4.3)

4.3.3 Calculation of Parameters
1) Achievable Data Rate

We assume there afd randomly distributed users in our OFDMA relay-enhanced
cellular networks with a total bandwidth &, which is divided intoN subchannels with
an additive white Gaussian noise (AWGN) spectral densitypfEvery frame with a time
length of Ts is divided intoS time slots. We us8 D, S R andR(D, to represent the direct
link from the BS to usem, the first-hop link from the BS to RE and the second-hop link
from RSk to usem, respectively.

If continuous AMC [38] is used, the data rate of lihlon subchanneh at framet
can be calculated as Eq. (4.4), in whibfi, n,t) is the channel gain of link on sub-
channeln at framet, p(n,t) is the transmission power on subchanneit framet, and

I'  —In(6BER)/1.5 is a constant signal-to-noise Ratio (SNR) gap related ¢ctdinget
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bit-error-rate (BER).

(4.4)

2
(1) = B/N x |092(1+ p(n, ) I{l, n, )| )

I'NoB/N

The achievable data rate for a single-hop us@n subchannet at framet is

rm(n,t) =r(lsp,, N, t)

For a two-hop usem that receives data from the BS via the RShe achievable data
rate on subchannalat framet is defined as the minimal value of the data rates of its first-
hop link and of its second-hop link on subchannedt framet, which can be calculated

as

rm(n,t) = min(r(lsg, N, t), r(lro,, N, t))

2) Average Throughput

Let d,(I, n, s) denote the slot allocation indicator in frarheuch thatd,(I,n,s) = 1 if
and only if subchannet at time slots in framet is assigned to link. In our centralized
scheduling scheme, the throughput in franfier a single-hop MS and a two-hop MS that

receives data from the BS via R&re respectively calculated as following,

s=1

N So+S1
Ru(® = > Tn, t){ D, Gllso,n, s)/s}
n=1

N S
R®) = ), (0, t){ D, Glronn, s)/s}
n=1

s=So+1

An exponential moving average in Eg. (4.5) is used to upds¢esiaverage throughput

at the beginning of each frame. Since updating averageghpait to users with no data to
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send may not get the overall maximized system utility [2d4]our scheduling, the average

throughput is not updated for an MS who does not have datamgéeuthe BS.

Rm(t— 1)

= (4.5)

Rolt) = (1 DRult-1) +

4.4 Problem Formulation

4.4.1 Simulation setup

We developed simulation models using OPNET Modeler 11.% Sdenario involved
a cell with a radius of 500 m, a BS located at the centre, andRSi placed uniformly
around the BS at /3 of the cell radius. Thirty MSs were randomly distributedtlre
cell. The channel models including path loss and shadowerg waken from [12], where
the propagation model in Manhattan-link scenario is usedulr system, 128 subcarriers
formed 4 subchannels, and each subchannel composed of 82rseis that were ran-
domly permutated. Transmission power was uniformly distted among the subchannels.
The MSs that were located in the inner cell region with the Bf@centre and a boundary
of 2/3 of the cell radius communicated directly with the BS; otfise, they were con-
nected to the RS with the best average SNR. Packets arrivied BS in a Poisson process
with exponentially distributed packet length. All useryéshe same tféc pattern. Other

simulation parameters are shown in Table 4.1.

4.4.2 Simulation results

We compare the proposed CS-VF scheme with the existing tegpegntralized schedul-

ing scheme (denoted as C3eAVF). Four extended scheduling algorithms are used in both
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Table 4.1: Simulation Parameters for a Centralized Resoillocation Scheme

Parameter Notation | Value | Unit
Central frequency f 25 | GHz
System bandwidth B 5 MHz
Frame length Ts 5 ms
Maximum transmission power Pr 46 | dBm
Noise spectral density No -174 | dBm
Target bit-error-rate BER 104 -

Filter window length tc 100 -

schemes to provide fair comparisons. As system fairnesgantite throughput fairness
index is defined based on Jain’s fairness index according.1®], thus the system with a

bigger index means it is fairer.

Figure 4.2 and Figure 4.3 show the system throughput antitbeghput fairness index
of different scheduling schemes versigS from 0.1 to 09 under a system load of 5
Mbps. No matter combining with which scheduling algorithi@S-VF outperforms CS-
w/o-VF in both system throughput as well as throughput fasreemong users. In CS-
VF, since the void slots in RS-subframe are filled with datait@le-hop users, system
throughput and users’ throughput fairness index incredssmvthe length of RS-subframe
S; increases; while in CS+0-VF, since the void slots in RS-subframe are wasted, system
throughput increases whe®y /S is small, and achieves the maximal value in a certain
medianS,/S values, then decreases wh®yS becomes bigger. For instance, with CS-
w/o-VF scheme, the highest system throughput for E-RR, E-MaxE-MaxJl and E-PF

scheduling algorithms is achieved wh®yS equals to (B8, 0.3, 0.5 and 05, respectively.

With both CS-wo-VF and CS-VF, the highest system throughput amofigmrint schedul-

ing algorithms is achieved by E-MayGscheduling algorithm, followed by E-PF, E-RR,
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Figure 4.2: System throughput offiirent scheduling schemes under variSysS values

and E-MaxMin algorithms. Reversely, the highest usershiss index is gained by E-
MaxMin, followed by E-RR, E-PF, and E-MaxCl algorithms.

The E-MaxMin algorithm takes fairness among users into @et;avhereby users with
lower average throughput are given higher scheduling ipyiohus, it has the highest
throughput fairness index, but the lowest system throughpu

The E-RR algorithm aims to give fair transmission oppotiesito users regardless of
their channel conditions. However, in a wireless commuioocasystem, users in fierent
locations experience filerent fading. Consequently, the throughput fairness ind&xRR
is lower than in E-MaxMin, but the system throughput is aditiigger.

The E-Max(@l algorithm achieves the highest system throughput by assjgchedul-

ing priority to users with good channel conditions, but gsgith bad channel conditions
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Figure 4.3: Throughput fairness index oftérent scheduling schemes under variSysS
values
sufer from a starvation problem. Hence, it has the lowest thnpugfairness index.

The E-PF algorithm is supposed to achieve a trédssiween throughput maximization
and fairness.

Next we plot the end-to-end delay for single-hop users amdvwio-hop users under
different scheduling schemes with E-RR scheduling algorithRigare 4.4.

WhenS,/S = 3/10: the average end-to-end delay curve for single-hop useLy-
w/o-VF coincides with that in CV-VF, which is around 3ms; ané tverage end-to-end
delay curve for two-hop users in CV/a+VF also coincides with that in CV-VF, which is
around 8 ms. In frame-based MAC, since the BS performs stingcefore sending each
frame, with a non-heavy system load, the average scheduéilay for single-hop users is

around half of the frame length. For two-hop users, since Bbledata are first transmitted
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Figure 4.4: End-to-end delay for single-hop users and far-mp users of dierent
scheduling schemes with E-RR under vari®4$S values

to a RS in a frame, then forwarded from the RS in the follownagrfe, an additional delay
that equals the frame length is introduced. Therefore,tbege scheduling delay for two-
hop users approximately equals one and a half of the franggHellence, the simulation

results in Figure 4.4 are reasonable.

WhenS;/S = 9/10, since only 110 of the frame length is left for BS transmissions in
the CS-wo-VF scheme, the average end-to-end delay for single-hers uis the CS-yio-
VF scheme keeps increasing. In contrast, for two-hop usetsa CS-wo-VF scheme,
since their first-hop links have better conditions, theerage end-to-end delay does not
increase that much. In our CS-VF scheduling scheme, thageend-to-end delay curves

for single-hop users underftiérentS,/S values are almost the same, and so do the aver-



Chapter 4: A Novel Centralized Resource Allocation Scheme 57

- B - CS-w/0-VF&E-RR

|| = 8 = CS-w/o-VF&E-MaxC/I|

= B = CS-w/o-VF&E-MaxMin
CS-w/o-VF&E-PF

67| —e— CS-VF&E-RR

—6— CS-VF&E-MaxCl/I

5| —&— CS-VF&E-MaxMin

CS-VF&E-PF

System throughput(Mbps)

0 5 10 15 20
System load (Mbps)

Figure 4.5: System throughput offfiirent scheduling algorithms under various system
loads

age end-to-end delay curves for two-hop users undterdntS,/S values. Thus, CS-VF
scheme is more adaptive to varialde values in an arbitrary network topology. Further-
more, we can infer that with fixed subframe partitioning, @Sscheme is more adaptive
to variable network scenarios.

Figure 4.5 and Figure 4.6 show the system throughput andighgut fairness index
of different scheduling schemes under various system loads 8#i&equals (6. When
the system has a light load, the throughput plots of fourredeéd scheduling algorithms
almost coincide. However, they begin to separate when teesyload exceeds about 2
Mbps. When the system load is more than 5 Mbps, the systeraghput plots of E-RR
and E-MaxMin start to saturate. And the throughput plots-dfi&C/l and E-PF increase

when system load increases. However, no matter which sthgdigorithm, the CS-VF
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Figure 4.6: Throughput fairness index offfdrent scheduling algorithms under various
system loads

scheme can enhance not only system throughput but also feengss. On the other
hand, the computational complexity of CS-VF with E-RR is P@nd those of CS-VF
with other three scheduling algorithms are O(MN). Using EEgeheduling increases the
computational complexity from O(1) to O(MN) but gains alrh®50% improvements on

system throughput from the results shown in Figure 4.5.

4.5 Summary

In this chapter, we addressed the downlink resource scimgdpifoblem in OFDMA
relay-enhanced cellular networks. A centralized scheduicheme called centralized

scheduling with void filling (CS-VF) was proposed to imprasestem performance with
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variable load distributions amongftérent hops caused by dynamic network topology and
various trdfic patterns. Based on our scheduling scheme, four repréisensangle-hop
scheduling algorithms, i.e., round robin, mag,@ax-min fairness, and proportional fair-
ness, were extended to two-hop scenarios with practicalttegic patterns.

The simulation results show our CS-VF scheme is more adiepaaiol €ficient to dif-
ferent scenarios than the existing two-step centralizeddding scheme which we called
centralized scheduling without void filling (CSfavVF). The four extended scheduling al-
gorithms were compared in terms of system throughput amdefss. Among four extend
scheduling algorithms, the extended mak lienefits system throughput the most, while
the extended max-min fairness has the most signifidéatteon fairness, and the extended
proportional fairness scheduling seems attractive foreaahg a tradeff between through-
put maximization and fairness. The fact that each extendedduling algorithm could

achieve its designed purpose implies that our extensi@nswacessful.



Chapter 5

A Semi-distributed Resource Allocation

Scheme

We proposed a semi-distributed resource allocation scheraehieve a
supoptimal solution under the assumptions that the basidanresource
scheduling is a slot and user’sftia is not infinitely backlogged. The pro-
posed scheme consists of a constant power allocation, iaglaotbframe

partitioning, and link-based or end-to-end packet schegul

5.1 Introduction

In this chapter, we first formulate the problem on downlinkawrce allocation into an
optimization problem based on the proposed resource &ibocarchitecture for OFDMA
relay-enhanced cellular networks in Figure 2.5, and thepgsed a semi-distributed re-

source allocation scheme that consists of a constant pdieeaton, adaptive subframe

60
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partitioning (ASP), and link-based or end-to-end packbedaling.

The ASP algorithm increases system utilization and fasgsreducing the amount of
data bdftered in RSs. Since if the inbound data rate is much biggertti@outbound data
rate in a RS, the amount of dataffared in the RS will keep increasing, thus the resource
used to transmit these data from the BS to RSs is wasted. Merngeducing the queue
length in RSs can decrease data loss caused by lackdtef lon handovers since user’s
data bditered in the old RS may be lost if they can not be forwarded tondve RS during
the handover process. Finally, we suggest two ways to extemaonventional single-
hop scheduling algorithms to multihop scenarios. Theyialebased and end-to-end ap-
proaches. Performances of adopting these two approacheswrgyl and proportional
fairness scheduling algorithms are compared by extensivgater simulations.

The remainder of this chapter is organized as follows. 8edi2 depicts the system
model includes a structure of DL data subframe for semrbisted resource allocation.
Problem formulation is given to help us dividing semi-dlstited resource allocation in to
three tasks. Our semi-distributed resource allocatioersehis proposed in Section 5.3.
Section 5.4 presents the simulation results. Finally, weckale this chapter in Section

5.5.

5.2 System Model and Problem Formulation

5.2.1 System model

Consider an OFDMA relay-enhanced cellular network showRigure 2.1 with one

BS, K RSs andM users.k andm denote a RS and a user respectivélg K = {1, ..., K}
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andm € M = {1,..,M}. We useM; to denote the set oMy users that communi-
cate directly with the BS (which we call single-hop users)d a1, denotes the set of
M; users alternatively receive data via tkt RS (which we call two-hop users). Hence
M= MoUMi...U Mg andM = Mg + 35, My. o T andlf’m respectively denote the
kth user’s direct link (BS-SS), first-hop link (BS-RS), and@ed-hop link (RS-SS). There
are totallyL point-to-point links in a cell withL = M + Z{f:l My. We use/ to denote the
link set.

Since wireless terminals cannot transmit and receive mgessasing the same radio
resources, time division between BS and RS transmissioamoyed. Based on the
structure of the DL data subframe shown in Figure 2.3, weh&urdivided the second
subframe intdK subframes, each of which will be assigned to a RS by the BSsiére
and the scheduler in tHeh RS is responsible to allocate tkih subframe to its associated
users, thus we call theh subframe as thith RS-subframe. The first subframe in the DL
data subframe is called the BS-subframe since the BS saraduésponsible to allocation
it. The BS-subframe that contaisg0) time slots is dedicated to transmissions from the

BS, and thekth RS-subframe that consists §tk) time slots is assigned to transmissions

from RSk to its associated users. For all frameve haves(0) + Yk, s(k) = S.

5.2.2 Problem Formulation

Since the resource allocation scheme for the single-hdpsysannot be used directly
to the relay-enhanced networks, where resource allocatiafifferent hops should be co-
operative to avoid data shortage or overflow in RSs. Undesgstem model, the resource

allocation problem is complicated since there are muligpl@nnels and multiple users.
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Figure 5.1: Downlink data subframe structure for semirdisted resource allocation.

We consider that resources are allocated on a frame-byefizasis according to the
channel state information (CSI) estimated from previowesdfack. To avoid intra-cell
interference, each slot is only assigned to one point-tatgmk during the scheduling
period. Discussion of intra-cell reuse and of CSI feedbag&rihms to increase resource
utilization are beyond the scope of our work in this chaptet will be considered in the
future. Channel states are assumed to be invariant durtigsededuling epoch.

With an adaptive modulation and coding (AMC) scheme, theeselble data rate of a
link | on thenth subchannel denoted oy, n, t) depends on the target bit-error-r&&R
and the receive® NR and is given in (4.4).

Supposek(l, n, s) denote the slot allocation indicator such ttgk, n, s) = 1 if and only
if subchanneh at time slots is assigned to link in the tth frame. The throughput of a

single-hop user equals the throughput of its first-hop lih&g is

N 5(0)
Ru(t) = ROu(®) = > 118 n.1) Y dh(15 1. 9)/S. (5.1)
n=1 s=1

For a two-hop user, the throughput of its first-hop link andosel-hop link can re-
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spectively be achieved by using (5.2) and (5.3). That'’s beeavith decode-and-forward
relaying, user’s first-hop and second-hop links can ufierdint modulation and coding
schemes according to their conditions. In (5:&)k) + 1 denotes the index of the first
time slot in thekth RS-subframe, whilex(k + 1) is the index of the last time slot in that

RS-subframe. We hawg(0) = 5(0) andu,(k) = Y'X, (i), Vk.

N %(0)

RE (1) = Z r(If N, 1) Z d(IEm N, 9)/S (5.2)
n=1 s=1
N U (k+1)

Ren® = D rBmwnt) > dllyn9/S (5.3)
n=1 s=ur(k)+1

The throughput of a two-hop user equals the minimal througbp its first-hop and
second-hop links, i.eRy(t) = min(R; (1), RY (1)), Ym € M;, j € J. Therefore, we get the

asymptotic system throughput as

T M
R= lim sup% D7 Ral). (5.4)

The frame-by-frame resource allocation in OFDMA relay-&mted cellular networks
can be formulated into an optimization problem witttelient objectives. The sum-rate

maximization problem is expressed as follows
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K
max t -
5(0).5:(j).p(n.t).dt(1.,n,9) kzzll Re(t) (5.5)

st. Cl: keK,le L,ne N,seS;

C2: s(0)+ ) sK®=S

keK
C3: d(l.n.9 =101}, ) d(.n9=(0.1;
leL
C4: pn,t) >0, Z pn,t) < Pr;
neN

C5: Rom(t) < Com(®)/Ts,
Com(t) = Com(t = 1) + [rp-(t = 1) = Ron(t = ITs,
vYme Mo,

C6: R () < com(t)/Ts,
Com(t) = Com(t = 1)+ [r"(t = 1) = Rep(t = 1)]ITs,
vme M;;

C7: Ren(t) < cum()/Ts.
Giem(t) = Cim(t — 1) + [REm(t — 1) = Ry (t = DT,

VmeMj.

wherek, |, n, ands denote RS, link, subchannel, and time slot indexes, respGtPr is

the total transmission powet; (t) andc;m(t) denote usem's queue length in the BS and
in thekth RS before scheduling thth frame respectively;2-(t - 1) is the arrival data rate

of userm’'s downlink in the { — 1)th subframe. C1 restricts the range of the four indexes;
C2 is the frame length constraint, which implies the resewltocation is performed on a

frame-by-frame basis; C3 guarantees that each slot in sefcam be assigned to only one
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user; C4 denotes the total power constraint; C5 and C6 mthet the throughput of users’
direct or first-hop link is limited by users’ queue length etBS; and C7 shows that the
throughput of users’ second-hop link is limited by usersgg length in the corresponding
RS. Note that by changing the objective functiorffetient objectives can be achieved.

It is difficult to find an optimal solution for the problem (5.5) withirdasigned time,
since it is a NP-hard combination optimization problem witin-linear constraints [27],
[18] and [4]. However, the formulation clarifies the constsave should meet, and reminds
us we could find anfécient solution by dividing the problem into several subipeons.

In (5.5), the system performance depends on egdly, p(n,t), andd(l,n, s), each of
which reflects a sub-problenp(n, t) reflects the power allocatiorg(j) (including s(0))
reflects the subframe partitioninds(l, n, ) reflects the packet scheduling. Moreover, the
constraints C5, C6 and C7 imply that there’s no benefit tacati® resources to links with-
out any data to transmit. Therefore, instead of solving tlubdlem in (5.5), we propose
a feasible semi-distributed resource allocation scheroleiding three subtasks, each of

which aims to provide a heuristic solution for the corregting sub-problem.

5.3 Proposed Resource Allocation Scheme

5.3.1 Semi-distributed Architecture

In semi-distributed resource allocation, BS assigns e&la RS-subframe; then each
RS allocates slots in the assigned subframe to its assdaiags using its own scheduler.
In this way, system overhead for information exchange betwg&S and RSs as well as the

computational complexity of the BS are reduced. Semi-thsted allocation is more suit-
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able for our system model, since every RS is fixed and henchaana high computation
capability. However, to enable cooperation between theRBSand RS-SS links, the re-
source allocation scheme should decide which kinds of in&tion RSs need to feedback

to the BS.

The three subtasks including power allocation, subframi@ioaing and packet schedul-
ing work in our resource allocation architecture show inurgy2.5 as follows. First we
consider a constant power allocation in which the totaldmaission power of the BS or
RS is uniformly distributed among all subchannels in itsyesponding subframes. Since
AMC is used to adjust the modulation and coding scheme of sabbhannel according
to CSl, a dynamic power allocation such as the water-fillipgraach does not contribute

much to performance improvement [40][17].

Then the BS uses an adaptive subframe partitioning (ASRYittgn to calculate the
length of the BS-subframe and RS-subframes. The detailsioA8P algorithm are de-
scribed in the Section 5.3.2. Besides that, the BS uses tieepacheduling algorithms
to assign its bfiered packets to the BS-subframe, and then broadcasts dcatédh map
message at the beginning of the BS-subframe, e.g. the DL-MwBsage in the IEEE
802.16j standard. According to the resource allocation mapsage broadcasted by the
BS, every single-hop user can filter out its downlink dataj amery RS can be notified
its corresponding subframe and the downlink data for itecated users. Then every RS
starts to schedule packets in itsflaus to its RS-subframe, and informs its second-hop
users by broadcasting a map message at the beginning of-gsliR&me, e.g. the R-MAP
message in the IEEE 802.16j standard. Therefore, each&émgnuser can filter out its

data in a RS-subframe according to the map message. Thetgatieeluling algorithms
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are studied in the Section 5.3.3.

5.3.2 Adaptive Subframe Partitioning Algorithm

Since fixed subframe partitioning can not adapt to varioaffid¢rdistributions caused
by dynamic network topologies and fii@ patterns, we propose an adaptive subframe par-
titioning called ASP that consists of two steps to optimiggtem performance. First every
RS calculates the number of required time slots and senslatimber to BS. Then the BS
allocates time slots to RS-subframes according to theirirements. Figure 5.2 indicates

the information exchange in our adaptive subframe paniitip process.

1) Calculating the number of required slots

After scheduling its corresponding RS-subframe in the {)th frame, each RS sends
its number of required slots for the next frame to the BS. Tumalper of required time slots
of a RS is defined as the total number of time slots needed e its butered users’
data with the corresponding users’ achievable data ratexefdre, it can be calculated as

_ Ckm(t)
209 =3 S 0 x (To/S)

m=1

wherez(k)) is the required number of time slots for ttik frame sent by th¢th RS;Ts/S
is the length of a time slot, (t) denotes the queue length for usein the bufer of the
kth RS before scheduling thth frame;rim(t) is themth user’s achievable data rate of its
second-hop link from thkth RS; and -]” denotes the minimal integer that is not smaller
than the number inside.

We assume the flerences among user’s achievable data ratesfiareint subchannels

can be ignored since system bandwidth is usually much snth#de the central frequency
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and random subcarrier permutation can be used to decreadéfdrences. Therefore, we
can estimate the achievable data rate of a user by summingsitsitaneous achievable

data rates on all subchannels as follows:

Mem(®) = Z r(Igm N, ).

neN

2) Subframe Allocation

After receiving the number of required slots from each R&aBsigns a RS-subframe
to every RS in théth frame. Since we assume that at least two frames are nezttadgmit
data from the BS to users through a RS, if the input data rateich bigger than the output
data rate of the RS, the amount of dat&ered in the RS will keep increasing. As a result,
the resources used to transmit those data from the BS to trerdBasted; and the data
loss caused by a lack of fier or handover increases. To reduce the queue length in RSs,
the BS should satisfy the requests from RSs first and thenthie@emaining resources for

its own transmissions. The partitioning process is as\ilo

If all the requests from RSs can be met, ¥4 ; z(k) < S, the BS allocates time slots
equal to the corresponding request to each RS and then ussnta@ing time slots for its

own transmissions. The length of each subframe is

S-3K,z(), ifk=0,
si(k) = (5.6)

z(K), otherwise.

Otherwise, these requests are granted proportionallynariome slot is left for trans-
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(( )> - \(l)\The number of required time slots: z,(k)

N =~

BS 0 Te—a

N
T T o)
(2) The allocated subframe: s,(k) , u,(k) é RS k

Figure 5.2: Information exchange in adaptive subframetparing.

missions from the BS in this frame. The detailed zone partitig in this case is as follows

0, for j =0,
s = {[[z(K)/ =K, z@01S], forke {12, .. K-1}, (5.7)
S - %5t s (), for k = K,

where ’|-|” denotes the biggest integer that is not larger than the muimbkide. Sinces(k)
is the length of th&kth subframe, the index of the first time slot in that subfrarae be
calculated asi(k) + 1, in whichu(k) equalsZ!;O s(i) + 1. With these two values(k) and

w(K), thekth RS can locate the subframe assigned for its transmissions

5.3.3 Packet Scheduling Algorithms

After subframe partitioning, the BS and RSs need to allosktts in their subframes
to users. Since in practical wireless communication systamser tric is not always
backlogged, resource would be wasted if slots were assigneders who do not have
downlink data. Therefore, we allocate slots by schedulsgy packets in the Ifier to the

slots. In this way, packet scheduling is combined with radgource allocation.
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There are many resource scheduling algorithms designeslirigte-hop and single-
channel systems to meefidirent objectives, e.g. max carrier-to-interference r@fiaxC/l)
scheduling to maximize system throughput, and proporti@iess (PF) to tradefbsys-
tem utilization maximization and fairness. A two-dimenmsbproportional fair scheduling
(T-PF) algorithm for OFDMA systems was proposed in [40]. Kwer, it can only be used
in single-hop systems where every user has only one linkendttwnlink direction. In
relay-enhanced systems, when a user receives data via ssRiSwinlink consists of two
links (BS-RS and RS-SS), and these two links usually hafferéint channel states.

We suggest two ways to extend the single-hop resource skhgdigorithms to multi-
hop scenarios: link-based and end-to-end approaches.apptioaches are used to extend
MaxC/I and PF to OFDMA multihop systems. That is we devise four atgms in total:
link-based Max@ (L-MaxC/l), end-to-end Max@ (e2e-MaxQl), link-based PF (L-PF)
and end-to-end PF (e2e-PF). These four algorithms do packetluling based on priority

matrixes. However, the element definitions in their priontatrixes are dierent.

1) Forming priority matrixes

The BS and every RS have to build their own priority matrixdsefscheduling. The
priority matrix 8 is composed of rows corresponding to subchannels and cslaomne-
sponding to the associated users whose data queues areptgtatrthe moment. There-
fore, the maximal size of the priority matrix I§ x M in the BS andN x My in the kth
RS.

A) Priority matrixes in L-MaxC /I and e2e-Max{/I

When AMC is used, the achievable data rate, which reflectstthanel condition, can
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be used instead of/C Each elemeng?,, in the priority matrix of the BS is defined as user
m's achievable data rate of its single-hop or first-hop linksotochanneh in L-MaxC/I,
whereas in e2e-Max( it is defined asn's achievable end-to-end data rate on subchannel
n, which is the minimal achievable data rate of the two hopsr&fore 53, in L-MaxC/I

and in e2e-Max@ are respectively defined as (5.8) and (5.9).

r(lgmn). me Mo

:Bg,m = (5.8)
r(g,n), me M, Vke K
Bom = Min{(r (I, 1), 1 (1R 1)} (5.9)
In both L-Max@l and e2e-Max@, every,Bﬁ’m in the priority matrix of thekth RS is

defined as (5.10), i.e. the achievable data rate ofmsesecond-hop link on subchannel

B = (1R 1) (5.10)

B) Priority matrixes in L-PF and e2e-PF

In the RSs, every element in the priority matrix for both L-&#kd e2e-PF is defined
as in T-PF, i.e. the achievable data rate of user’s secopdthio (RS-MS) divided by its
average data rate. Hence, in L-PF and e2e-PF, the elemdm pribrity matrix of thekth
RS is defined as

Bl =(Fm N)/RS, (5.11)

wherel‘-\_>§n denotes the average data rate of the second-hop link fonttheser.

In the BS, if L-PF is used, the priorities of a one-hop or of a#wp usem on sub-

channeh are defined as

r(12 . n)/R2, me Mo
Bam= ’ (5.12)

rf,, /R, me Mg Vke K
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whereRD is the average data rate of a direct link dfdenotes the average data rate of a

first-hop link. In e2e-PF32,, is defined as

B = min{r(If ., n), r(1g MY/ min (R, RO, (5.13)

whereRS denotes the average data rate of a second-hop link.

As in T-PF, the exponential moving average in (4.5) is usadptate the average data
rates of all links. Since our priority matrix only containglemns corresponding to the
associated users whose queues are not empty, averagetdat@rasers whose queue are
empty are not updated in this frame. This is reasonable useca [24], they found that
updating the average data rate for users with no data to sdmbtcontribute to system

utility maximization.

2) Scheduling process

Once the priority matrix is built, L-Max@, e2e-Max@l, L-PF and e2e-PF have the
same scheduling processes. We describe the schedulingspriocthe BS as an instance.
Every RS scheduler works in the same way.

In every scheduling round, the BS chooses the maximum eleg@ienin its priority
matrix. Then, the number of slots that need to be allocatedaselected usenis cal-
culated using the user’s queue length divided by the achiewdata rate of its direct or
first-hop link on the selected subchannel

If the queue length is larger than the selected subchanpabddy in the access zone,
the BS allocates all slots of this subchannel in the access wopackets for this user, and
then deletes the corresponding row of its priority matricduese this subchannel is fully

used. Otherwise, the required number of slots on the selattiechannel is allocated to
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the selected user, and the remaining slots are availablatésrrounds. The corresponding
column in the priority matrix is deleted because the usewsug is empty. Scheduling
rounds are performed until there is no element left in therimatPacket segments are

permitted in order to fit packets into slots.

5.3.4 Discussion

In subsection 5.2.2, we formulated the resource allocaitfoblem in OFDMA relay-
enhanced cellular networks with assumptions that the basaurce unit is slot and user’s
traffic is not infinite backlogged. Since the optimization probliemP-hard, in this sec-
tion, we proposed a suboptimal solution to divide this peabinto three subtasks: power
allocation, subframe patrtitioning, and packet schedulfBigce we assume AMC is used,
for the first task, power is equally allocated to each subcblnFor the second task, we
proposed an adaptive subframe partitioning scheme to\achi@ear-optimal resource al-
location among BS and RSs. For the third task, since Maxeaches the upper bound of
throughput by always assigning resources to users with gbhadnel conditions, the one
MaxC/I scheduling algorithm with higher system throughput of lad@/| and e2e-Max@
can be treated as the suboptimal solution.

However, since system utilization and fairness are twoialdmt conflicting perfor-
mance metrics of wireless communication systems [40], lafdFe2ePF provide a trad&o
between system throughput maximization and fairness. tattein single-hop scenarios,
L-PF and e2e-PF are similar to T-PF. Therefore, they not orfigrit the advantages of
T-PF, e.g. achieving multi-user diversity in both time arebuency domains, but also can

be used multihop scenarios.
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In the link-based scheduling algorithms, the parametepsit-to-point links are used,
and every RS has to feed back the CSI of each BS-RS link to théiB8ever, in the end-
to-end scheduling algorithms, parameters for end-to-alaspare considered, and the CSI
of each BS-RS link as well as of those of every RS-MS link havbd fed back. There-
fore, the system overheads to transmit CSI in the link-basetlend-to-end approaches
areO(N(K + M)) andO(N(K + M + Z{le My)), respectively. Moreover, the computational
complexity for the ASP algorithm i©(K), and those for L-Max@, e2e-Max(l, L-PF and

e2e-PF ar©(maxXM2N, MN2)).

5.4 Performance Evaluation

We develop simulation models using OPNET Modeler 11.5. Wesicker a single cell
with a BS located in the center and uniformly surrounded byag®e number of RSs. The
channel model including path-loss and lognormal shadovgngken from [20]. We con-
sider the BS antenna and RS antennas are above roof top (ARI ysers’ antennas are
below roof top (BRT), thus the path-loss model of BS-RS lirkghosen to be Type D
(suburban, ART to ART model), and those of BS-SS and RS-3& kme chosen to be
Type C (suburban, ART to BRT model for flat terrain with lighee densities). The typical
standard deviation values of the log-normal shadowing mieddype D and Type C are
3.4 and 8.2 respectively. Users’ packets arrive at the Bloisson process with an expo-
nentially distributed packet length with the average of bgtes. All users have the same
packet arrival rate. Dierent system loads are got by adjusting the average inigaldime
between packets. Other simulation parameters are showabie 5.1 and some are taken

from [45].
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Table 5.1: Simulation Parameters for a Semi-distributesbiBece Allocation Scheme

Parameters values Parameters values
Central frequency| 3.5 GHz | System bandwidth 3.5 MHz
BS antenna height 30 m BS Tx power 40 dbm
RS antenna height 15m RS Tx power 37 dbm
SS antenna height 2 m Frame length 5ms

Filter windows sizel 100 Target BER 10+
No. of subchannels 128 Noise density | —174 dBmHz

We use the same method as [45] to get the optimal relay lat#ébiothe given sim-
ulation parameters. In the single-hop scenario, we assunwtage happens when the
received SNR of user’'s BS-SS link is less thaB0 If the outage probabilityp,,; of an
user in the coverage area should be less than a thresholgh.i.& TH. WhenTH = 1074,
the coverage radius of the BS is arounél3ll km. However, if we consider the cell radius
equals 3 km, which is larger than the coverage radius of theiB&s near the cell edge will

have very high outage probabilities. For instance, thegaipaobability of a user located

on the cell edge is around 0.97.

Figure 5.3 indicates that the optimal relay location undgrad slot allocation is around
1.9 km away from the BS when various numbers of RSs equally si@ta circle centered
by the BS. Here we assume there are 18 RSs in our system somed-fgure 5.3, a larger
number of RSs will not bring significant improvement. Now th&age probability of a
user in the remote area is calculatedms = 1 - (1 - Pf)(1 - PS,), whereP%, and
PS . denote the outage probability of user’s first-hop link ancbeel-hop link respectively.

Therefore, by deploying 18 RSs around the BS withkim away from the BS, the outage

probability of users on the cell edge (3 km away from the BSgikiced to 1¢.

We use spectrumfiéciency as the criterion for path selection. That is, the peth
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Figure 5.3: System capacity under equal slot allocationnathere are various number of
RSs equally spaced on a circle centered by the BS.

higher spectrum féciency is selected for every user. The spectrufitiency of a BS-

SS path is calculated 3§, r(I2 ,n)/B. And that of a BS-RS-SS path is calculated as

o,m’

ZHGN(n(IFl 5+ rt(lsl n))‘1/B. In Figure 5.4, the two-hop relaying improves the spectrum
km’ km’

efficiency of remote users if they choose to receive data via a RS.

We used the throughput fairness indéxH|) given by (3.19) as a fairness metric.
TEI = (3K, RI¥YK IK, R is based on Jain's fairess index, and ranges from 0 to 1.

A system with a biggeT F1 is considered to be fairer.
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Figure 5.4: Spectrumfigciency of a user located on a cell radius where one of the RSs is

located.

5.4.1 Performance of the adaptive subframe partitioning

First, we use e2e-PF as the scheduling algorithm to perfdaim aomparison between

the resource allocation with and without the adaptive sub# partitioning (e2e-PF w ASP

vs. e2e-PF yo ASP). In fixed subframe partitioning, half of a frame is gasid to the BS,

and the other half is equally allocated to RSs, i.e. the fi@mthg factor equals 1 : 1. This

"half-and-half” partitioning has been used in many literas. Figure 5.5 and Figure 5.6

indicate that the proposed ASP improves system througmaltearness in various scenar-

ios with different number of users and system loads. The total systemgtoat grows

as the number of users in the system increases because ofitheiser diversity &ect.
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When system load increases, the system throughput insrdagdairness decreases.
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Figure 5.5: System throughput of e2e-PF with or without ARarious scenarios.

5.4.2 Performance of link-based and end-to-end schedulirgjgorithms

Next, we compare the OFDMA relay-enhanced cellular netwsikg the link-based
and the end-to-end scheduling algorithms with the singledystem using a two-dimensional
proportional fair scheduling (T-PF) algorithm developed40]. Adaptive subframe parti-
tioning and 30 random distributed users are consideredigur& 5.7, the two-hop relay
system achieves higher system throughput than the siroglesysstem since the two-hop
relaying improves the received signal strength of usergmate areas. In the two-hop

relay system, the highest system throughput is gained bye«/1, followed by e2e-PF,



80 Chapter 5: A Semi-distributed Resource Allocation Scheme

0.95f
0.9t N
0.85f

0.8f

0.75¢

' wlo ASP (20users)
A wio ASP (40users)
' w/o ASP (60users)
—©— w ASP (20users)
06l | =A—w ASP (40users)
—B— w ASP (60users)

0.55 : ‘ :
0 2 4 6

System loads (Mpbs)

Throughput fairness index

Figure 5.6: Throughput fairness index of e2e-PF with or withASP in various scenarios.

L-MaxC/I, and L-PF. For a light system load, the throughput plothefPF algorithms al-
most coincide with those of the Mayi@lgorithms. That is because all users have the same
average data arrival rate. However, they begin to separaémthe system load exceeds
about 5Mbps. As system loads exceed 10Mbps, the througlhmstef L-MaxG/l and L-

PF start to saturate. e2e-PF’s saturation point is higleer that of L-PF, and e2e-MayC
has the highest saturation point. The maximum system tlwmuigpf the single-hop system

is abound 3 Mbps, which is lower than those of the two-hopyrelstems.

The scheduling algorithms using end-to-end parameters higher throughput than
those using link-based parameters, since they take thiemetk data rate into consider-
ation. Additionally, the e2e-Max{Calgorithm gains higher system throughput than the

e2e-PF algorithm since it always assign resources to ustrsigh end-to-end achievable
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Figure 5.7: System throughput offfiirent scheduling algorithms under various system
loads.

data rate. However, the L-MaxiCGalgorithm has almost the same throughput as the L-PF.
That is because in two link-based algorithms, the BS assiggwmurces to users’ first-hop
links without considering the data rates on their secongdhiks, thus the queue length
in every RSs keep increasing since users first-hop linksliysuave better condition than
their second-hop links. As we mentioned before, if a greatam of data is bfiered in
RSs, resource utilization decreases and data losses dauldter overflow and handovers
increase. Therefore, the e2e scheduling reduces the qeregid in RSs hence increases re-
source €ficiency and reduces data loss. On the anther hand, the odsrttetansmit CSI

in the link-based and end-to-end approache$N(K + M)) andO(N(K + M + 3K, M,))
respectively, so the system overheads of the end-to-emdithigns are much larger than

those of the link-based ones.
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Figure 5.8: Throughput fairness index offfdrent scheduling algorithms under various
system loads.

Figure 5.8 shows the throughput fairness indexes. Whermsyktad increases, every
algorithm becomes more and more unfair. The single-hopesystsing T-PF achieves
higher fairness index than the two-hop relay system usingaxC/l and e2e-Max@
scheduling algorithms, but lower than that using L-PF and-E algorithms. Since
MaxC/I algorithms schedule high-data-rate users with priotisgrs in poor channel con-
ditions suter from a starvation problem. Hence, L-Mgk@as the lowest fairness index,
followed by e2e-Max@; and PF-based scheduling schemes improve the fairnessgamo
users. The e2ePF gain the highest TFI since it not only inggtive SNR of remote users,
but also takes the bottle neck data rate for two-hop links @ainsideration.

Finally, we investigate user’s throughput versus the BSIS&nce. Let 30 users uni-

formly distribute on a cell radius where one of the RSs istieda The distance between
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Figure 5.9: User’s throughput atftrent distance from the BS when there are 30 users
uniformly distributed on a cell reditus where one of a RS tated.

every two adjacent users is 100 m. The system load is asswrisel 10 Mbps, thus the
average data arrival rate for each user is around 0.33 Mbgsgure 5.9, the throughput in
the single-hop system decreases when the BS-SS distameases because of path fading.
No matter which scheduling scheme is used, two-hop relayicrgases the throughput of
remote users, especially near the RS. Moreover, the highiss&m throughput is achieved
by e2e-Max@; about 10 users starve. L-MaxGncreases the number of starving users to
15. The results we obtain from Figure 5.9 agree with the tesnlFigs. 5.7 and 5.8. If
we want to maximize system throughput, e2e-MAxBould be used; however, to achieve

fairness, the e2ePF algorithm is the best choice.
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5.5 Summary

In this chapter, we present a feasible frame-based resallocation scheme for OFDMA
relay-enhanced cellular networks. An adaptive subframgtioaing (ASP) algorithm is
proposed. It works in a semi-distributed manner, and camsithe user’'s queue length
as well as user’s achievable data rate. Moreover, we develkpased and end-to-end
schemes for both MaxCand PF scheduling algorithms to achiev&etient performance
optimization objectives. In four multihop scheduling aligfoms, realistic tréfic patterns
are considered, i.e. users’ queues are not always backlogge

Simulation results demonstrate that the ASP algorithm awgs system throughput as
well as fairness. The scheduling algorithms using endatbgarameters perform better in
terms of throughput than those using link-based paramatéhe expense of more system
overhead. The resource allocation scheme, which combiis#3 With e2ePF, increases
system throughput while maintaining fairness among userd,it also could decrease the
data losses by reducing the amount of datfidsed in relays. Our ASP algorithm, link-
based and end-to-end scheduling algorithms can be extdndedy system with a tree-
topology. To implement ASP, every child node sends its meguamount of resources to
its parent node, and resources are granted in the reverse #ido link-based or end-to-
end scheduling algorithms can be used at every intermedie. rio the future, we will add
a threshold of the BS-subframe length to our adaptive pamtitg algorithm to reduce the
oscillation in user throughput. Moreover, we are also eg&xd to check if our proposals

perform well in the multihop relay system when the numberaygsis larger than two.



Chapter 6

Relay-Channel Partition and Reuse

In previous chapters, we study resource allocation in aei@iFrDMA
relay-enhanced cell under the assumption that slots omhsummels can not
be reused by users to avoid inter-cell and intra-cell ieterice. In this
chapter, four relay-channel partition and reuse schemeg@npared in
a multi-cell scenario from the viewpoints of interferencdigation and

throughput improvement.

6.1 Introduction

In this chapter, four fixed resource allocation schemes élifterent partition and reuse
factors are discussed. They are 7-part partitioning (P&part partitioning (PF4), par-
tial reuse (PR), and full reuse (FR) schemes. Firstly, theh@nnel interferences of four
schemes are full-queue analyzed. With formulated co-oblanterferences, the Monte-

Carlo simulation method is used to achieve the Cumulativesidg Function (CDF) of

85
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user’s Signal-to-Interference-plus-Noise Ratio (SINRYifferent scenarios. Finally, the
performance of these four relay-channel partition andeesatiemes on the aspects of av-
erage spectralfciency (throughput) and outage ratio are compared.

The remainder of this chapter is organized as follows. 8e@&i2 gives the architecture
of a multi-cell OFDMA relay-enhanced network. Section 6r8gents four representative
relay-channel partition and reuse schemes. In Sectiontée4;o-channel interference of
these resource allocation schemes are analyzed. Simulasnlts on the performance
of these four schemes are compared in Section 6.5. Finadly}camclude this chapter in

Section 6.6.

6.2 Multicell OFDMA relay-enhanced networks

We consider an OFDMA relay-enhanced cellular network thaststs of 19 hexagonal
and homogeneous relay-enhanced cells shown in Figure &4 reference cell is cell O,
which is located in the center. The interference range ismasd to be two-tiers. Each
circle in Figure 6.1 denotes a BS while each asterisk derzoRsS.

In each cell, a BS is located in the center and uniformly surded by six RSs (depicted
in Figure 6.2). BS-RS links are assumed to be in Line of Sight]) with good channel
conditions, whereas BS-MS and RS-MS links are considerdzttim Non-Line of Sight
(LOS) environment. The basic unit for resource allocateassumed to be a subchannel
Moreover, AMC is applied per subchannel. When AMC is useddjast the modulation
and coding scheme of each subchannel according to its sfatenation, adaptive power
allocation does not contribute much towards the increaskroughput [17], therefore, a

constant power allocation is used.
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Figure 6.2: The architecture of an OFDMA relay-enhancet cel

6.3 Channel Partition and Reuse Schemes

Under constant power allocation, time and spectral arevibestements available for

allocating. Figure 6.3 shows the transmission range ofyd&rin a cell when the distance-
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Figure 6.3: Transmission range of RSs in each cell whenrdistbased path selection
algorithm is used

based path selection algorithm is used. In this figure, th8 li6ks between the BS and
every RS are not marked. In downlink direction, a user in thedmission range of a RS
receives data from that RS.

Four existing cell-based subchannel allocation schemésdifferent partition factors
(pf) and reuse factorgf() are taken into consideration. They are the 7-part paniitig
scheme (PF7) from [26] and [36], the 4-part partitioningesok (PF4) from [32], the
partial reuse scheme (PR) from [26] and [36], and the fulseescheme (FR) from [29].
Different tim¢spectral partition and reuse in a multi-cell scenario wallise diferent co-
channel interference and can achievéedent throughput. To the best of our knowledge,
these schemes are only individually applied as backgrooedasios for researches on the
aspects of path selection schemes or scheduling schendegtgegrhave not been compared
with each other.

Before describing the four relay-channel partition andseeschemes, we define two

kinds of sharing includingeusable sharingndun-reusable sharing~or reusable sharing,
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\

Figure 6.4: lllustrations of four relay-channel partitiand relay schemes when distance-
based path selection algorithm is used (Each color blocktgsra set of subchannels being
assigned to that region, and the LOS links between the BSactdRS are not marked)

a subchannel can be reused by other stations even when ltéadyebeen used by a station

in the same cell; in un-reusable sharing, a subchannel taemeused by other stations if

it has already been used by a station in the same cell.

6.3.1 PF7 Scheme

Park and Bahk proposed the PF7 scheme in [36], where all anbelts are divided into
seven sets. An example is illustrated in Figure 6.4-(a). §etds used by transmissions

from BS, while each of the other six sets is used by transomssirom a RS, i.epf = 7
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andrf = 1. In the case of an even partition, there are one-seventbtalfsubchannels
assigned to BS for transmissions in BS-MS and BS-RS linkd, the same amount of

subchannels is assigned to each RS for transmissions in R &Aks.

6.3.2 PF4 Scheme

Li et al. proposed the PF4 scheme in [32], in which all the kaboels in a cell are
divided into four sets. Among them, one set is assigned tstngssions from the BS; the
other three sets are un-reusably shared by two adjacentRSsxample of a case when
the distance-based path selection algorithm is used isrsiowigure 6.4-(b). In théth
cell, one set is shared IS ; andRS;, another set is shared IRS ; andRS 4, and the
remaining set is shared RS s andRS. Therefore, in the PF4 schempf = 4 and
rf = 1. Two adjacent RSs sharing the same pool of subchannel&lpsomore flexibility

in dealing with non-uniform tridic by using load balance algorithms.

6.3.3 PR Scheme

In the PR scheme proposed by Park and Bahk [36], all the sabelt&in a cell are
divided into four sets as shown in Figure 6.4-(c). One sedsggmed to the BS for transmis-
sions in BS-MS and BS-RS links. Meanwhile, in order to inseethe resourcefeciency,
the other three sets are reusably sharedRfy ;, RS 4}, {RS2, RS s}, and{RS 3, RS},
respectively, i.e.pf = 4 and 1< rf < 2. The exact value aff depends on the way in
which partitioning takes place. In the case of even partitig, three quarters of all the

subchannels in a cell are reusable. Therefore, the valuk isf7/4.
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6.3.4 FR Scheme

FR scheme proposed by Lee et al. in [29] ifetient from the PR scheme, because it
fully reuses the resource. An example of the FR scheme ®rflted in Figure 6.4-(d). In
this figure, the transmission range of the BS is divided imtesectors,S; 1, S, - - - , Sig.

All the subchannels in thi, cell are divided into six sets. Each of them is respectively
reusably shared byRS 1, RS 4}, {RS2, RS}, {RS3, RSe} {RS4, RS 1}, {RS5, RS2},
and{RS s, RS 3}. In this schemepf = 6 andrf = 2.

6.4 Performance Analysis

To evaluate the performance ofidirent relay-channel partition and reuse schemes, we
assumed that there are totalMysubchannels in a cell, and the frequency-reuse factor of
the network is one with a system bandwidthB)\V and a center frequency df RSs are
placed at a distance akrfrom the BS, where the cell radius . All BS and RSs are
assumed equipped with omni-directional antennas andn#esl in the constant power
Pgrs and Prs without adaptive power allocation, i.d2gs and Prs are equally distributed

among all the subchannels allocated to each BS and RS reghect

In addition, the distance between timth MS and the BS in a cell is defined dsp,,
while the distance between timth MS and thekth RS in a cell is defined adzp,,. In
our analysis, the simplest distance-based path seleaiienian is assumed, i.e. dsp, <
drp,, » @ One-hop transmission is used, otherwise a two-hop tiassm is used. The

transmission range of each relay station in one cell is showingure 6.3.
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6.4.1 SINR Calculation

The SINR of a link fromi to j using subchannet is defined in Eq. (6.1), where
denotes the transmitting station apdenotes the receiving station. For a downlinkan

be a BS or a RS whil¢ can be a RS or a MS.

smm—i 6.1)
P 0e(n,i, ) + Ny '

whereGi”j denotes the gain of subchanmelised by a link from to j; P! is the average
transmission power on subchanmeéssigned by; Ic(n,i, j) is the co-channel interfer-
ence ofn at the link fromi to j; and Ny denotes the power of additive white Gaussian
noise (AWGN). The channel gain depends on transmit andveegitenna gains, path loss,
shadowing, etc. Dierent channel models forfeerent scenarios are proposed for multihop
relay systems in [20]. For simplicity, the following pro@pn model [39] given by Eq.

(6.2) is used in our analyses and simulations.

G] = (4nf,/C)? - dF - 10720, (6.2)

wheref, is the central frequency af; C is the speed of lightd); is the distance between
i and j; B is the path loss exponent; agds the log-normal shadowing with a standard

deviation ofo.

6.4.2 Co-channel Interference Analyses

Allowing spatial reuse of a subchannel can additionallyease system capacity, but
additional interference does occur [44]. The co-channriarence of OFDMA relay-
enhanced cellular networks consists of both intra-celliatet-cell interference. Intra-cell

interference is caused by the simultaneous use of a subehatrdiferent links in the same
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cell. Inter-cell interference is caused by the simultarsaase of a subchannel affidrent
links in different cells.

In order to compare the performance of the four relay-chiapadition and reuse
schemes, the co-channel interference in the central adll@din Figure 6.1) is analyzed
under the condition of full-queue. In downlink directiomjlfqueue analysis means that
the transmitting queue of each BS or RS is always full, i.ktha subchannels assigned
to a station are always occupied by its links. The full-quanalysis is considered to be a
scientific method for evaluating system level strategiesfoltihop relay systems [20]. By
using the full-queue analysis, the co-channel interfezdnc the worst-case scenario can
be gained. The interference range is assumed to be twothessin Figure 6.1, cells 1 to
18 are in the interference range of cell O.

The co-channel interferendg of a subchannel in cell 0 assigned to a link froto j is

defined as

le(n, i, J) = liner(N, 1, J) + linga(N, 1, ), (6.3)
whereliner(n, i, j) andlinga(n, i, j) are the inter-cell and intra-cell interferences of sulbecha
neln used by a link from to |, respectively. Since the co-channel interference range is

assumed to be two tierkyer(N, i, ) can be calculated as
18

6
lnier(. 1, ) = > PEGI(N. BSg, ) + Y X1 (. RSy J) | (6.4)
k=1

g=1
wherel (n, BS,, j) is the interference caused by usmigy the BS in thejth cell; I (n, RSy, J)

denotes the interference caused by reusifigr transmissions from thith RS in theqgth
cell within two tiers.

The inter-cell reuse matriX™ of n used by a link from to j is defined as

XM= (g =12, 19k =0,1.2.--- 6], 6.5
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wherex™! = 1 if nis reused, and 0 otherwise.

a.k

On the other hand;wa(n, i, j) can be calculated as

6
linwa(M, 1, 1) = 45" 100, BSo, ) + >y 1(n, RSoye ), (6.6)
k=1

wherel(n, BSy, j) andl(n, RSy, j) are defined as the interference caused by the reuse of
by the BS and th&" RS in cell 0, respectively. The inter-cell reuse matrixnafsed by a

link from i to j is defined as

yhid = {UEJ,]“( ~0,1,2---, 6} , (6.7)

ni,j

wherey, ™ = 1if subchannenhis reused, and O otherwise. Eve(y,i, j) can be calculated
by

I(n,i, j) =Gl - PP (6.8)

1) PF7 Scheme

In PF7, all subchannels are orthogonal and cannot be renseckil. In this case, there
is no intra-cell interference, i.&™ = 0,¥n, i, j . On the other hand, inter-cell interference
occurs when other cells within two tiers from the target oelise the subchannel which is
already used in the target cell. For each cell in the interfee range, only one link may
reuse the same subchannel since there’s no subchannelithisea cell. In the full-queue
scenario, for every subchannel, there should be one lin&ch ef the cells within two tiers
that interferes with a link using the same subchannel indfget cell, i.e. only one element
in X™ equals 1. Therefore when the PF7 scheme is used in a netwonkish Figure

6.1, the worst co-channel interference of a subchanneded by a link from the BS and
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from thek™ RS to nodej in cell 0 can be calculated as Eq. (6.9) and (6.10) respéytive

18

le(n, BSo, j) = ) 1(n, BSy, ) (6.9)
g=1
18

le(n, RSok ) = D10, RSy, ) (6.10)
g=1

2) PF4 Scheme

The co-channel interference of the PF4 scheme is simildrabdf the PF7. The only
difference is the inter-cell interference of a subchannel ugeddk™ RS in theg™ cell is
caused by the reuse of the subchannel bkthRS, or by its adjacent RS in other cells one

or two tiers away.

3) PR Scheme

The PR scheme allows two links located far from each othemia cell to use the
same subchannel, and therefore, intra-cell interfereristse In the full-queue scenario,
the intra-cell interference of a subchannaised by a link from the BS and th&' RS to

nodej in cell 0 can be calculated using Eq. (6.11) and (6.12), respsdy.

lintra(N, BSo, J) = 0 (6.11)

. [(Nn,RSyks3,j), forl<k<3
Iintra(n, RSO,k, J) = (6.12)

I(n,RSyk3,j), ford<k<6
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Meanwhile, the worst inter-cell interferencemtised by links from the BS and th&

RS in cell 0 can be calculated using Eq. (6.13) and (6.14peds/ely.

18

linter(N, BSo, ) = > 1(n, BS, j) (6.13)

o=1

|2 MRSy 1) + 1N RSqwiz. J)| . for1<k=<3
Iinter(n, RSO,k, J) = (6.14)

S 10 RSy ) + (. RSyya. )] ford<k<6
4) FR Scheme

In the FR scheme, the reuse factor equals 2, so intra-celifamence exists. In the
full-queue scenario, the intra-cell interference of a sidmmel used by a link from the BS
to nodej in thek™" sector and that of a subchannel used by a link fromkthRS in cell 0

can be calculated as Eq. (6.15) and (6.16) respectively.

' [(n,RSyk:3,j), forl<k<3
|intra(n, BSO(k), J) = (6.15)

I(n,RSyk3,j), ford<k<6

|intra(n, RS),k’ J) = I(n’ BSO’ J) (616)

The worst inter-cell interference ofused byj in thek™™ sector and in the transmission

range of the&k" RS in cell 0 can be calculated as Eqg. (6.17) and (6.18), réispBc

228 [1(n. BSq, J) + 1(. RSy, ). forL<k<3
linter(N, BSg(j), N) = (6.17)

Y [1(n.BSq. ) + 1(N. RSy, )|, fora<k<6

18

linter(N, RSok ) = ) [1(0, RSy J) + 1(n, BSy, ) (6.18)

g=1
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We notice that the first two schemes, PF7 and PF4, have nedeliranterference, but
similar inter-cell interferences. In the full-queue sacgémathe co-channel interference in
these two schemes is smaller than that in PR and FR schemis, ndve higher reuse

factors.

6.4.3 Resource Hiciency

With AMC, for SINR; > 0dB , the data rate per Hz per second of the AWGN link
from i to j using subchannet can be expressed by a function ®NR; and the target
bit error rateBER as shown in Eq. (6.19) [38]. Eqg. (6.19) provides a conveniesy
to map the channel quality and user’s QoS requirement tauresadficiency. For the
case whers INR; < 0 dB, we define it as an outage. The PR and FR schemes increase th
resource fficiency by using higher reuse factors at the expense of isergthe co-channel
interference. It is hard to intuitively judge which one iropes the throughput and outage
of the system the most. Therefore, we have investigated amghared the performance of

these schemes by using Monte-Carlo simulations.

~15
In(5-BER-SINR

R} = f(BERSINR) = E:Tfl\lmg2 1+ (6.19)

6.5 Performance Evaluations

6.5.1 Simulation method and parameters

The performance of the four representative relay-chanaeitipn and reuse schemes
for OFDMA relay-enhanced cellular networks including PPF4, PR and FR, are com-

pared with the performance of traditional single-hop OFDRRlular scenario (SH). In
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each case, even partition and the distance-based pathiGelggorithm are used, and in-

terference range is assumed to be two tiers. Other simnlpéitameters are shown in Table

6.1.

Table 6.1: Simulation Parameters for Relay-Channel Rarténd Reuse Schemes

Parameter Notation Value Unit
Cell radius D 1200 m
Distance between BS and RS dsr 800 m
Central frequency f 25 Ghz
System bandwidth BW 5 Mhz
Number of subchannels N 128 -
Transmission power Pgs/Prs 43/40 | dBm
Path loss exponent B LOS/NLOS | 2.35/3.76 | -
Standard deviation of shadowingr : LOS/NLOS 3.4/8 dB
Target bit-error-rate BER 10°° -

To evaluate dierent resource allocation schemes for the OFDMA multihdjulee
layout as shown in Figure 6.1 and Figure 6.2, a Monte-Canfaukition algorithm is pro-

posed and consists of following three steps:

e Step 1 Sampling points are located according to the distribufiorction of MS
with a density in the central cell (cell 0) of the layout shoimrFigure 6.2. In our

simulation, 3600 sample points are uniformly distributedell O.
e Step 2 In each sampling point, we do calculations as follows:

— The received signal strength (RSS) and SINR of each subehanthe full-
gueue scenario are calculated in this sampling point acuptd the analysis

in Section 6.4.

— By averaging these RSS and SINR values among sub-chanhelsyérage
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RSS per subchannel and the average SINR values are achieregisampling
point If the average SINR is larger than 0 dB, the specftaliency is calculated

according to Eq. (6.19); otherwise an outage occurs.

e Step 3 The empirical CDF of SINR, average spectrlaency and outage ratio of

the system, are calculated from the results got in step 2.

6.5.2 Simulation results

Firstly, the average RSS per-subchannel and the average ®lINifferent positions
on the straight line between the BS and one vertex of cell Glosvn in Figure 6.5 and
Figure 6.6, respectively. The values of average RSS pathsuimel reflect the path loss
statuses at elierent positions while the fierences between the average RSS and SINR
reflect the interference statuses dtatient positions. From Figure 6.5, we notice that the
average RSS of a user near the cell edge decays significarithe isingle-hop scenario.
For the two-hop cases, the average RSS of the cell edge usgrrisved considerably. By
deploying RSs, the path loss for the cell edge user is greatlyced because of shorter
links as well as the use of more resources such as transmswer. On the other hand,
since the transmission power and the position of BSs and RSh@ same in all two-hop
cases, the average RSS curves fdiedent resource partitioning and reuse schemes have
the a similar trend.

In Figure 6.6, the average SINR curves foffelient scenarios areft@rent, because
different resource allocation schemes causiemint types of co-channel interference as
analyzed in Section 6.4. It is obvious from this figure that tvo-hop architecture sig-

nificantly improves the SINR of cell-edge users because®fitiproved RSS. In two-hop
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Figure 6.6: Average SINR atfilerent distances from BS

cases, the PF7 and PF4 schemes have almost the same avét&geafiles, which are
higher than those of the FR and PR schemes; and the averaBec8ie of the FR scheme
is the lowest, i.e. the co-channel interference of the FRs&his the worst. The average

SINR value of the FR scheme from 400 to 580 m, is much lower thanhof the SH sce-
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SINR(dB)

Figure 6.7: Empirical CDF of user’'s SINR

nario. Therefore, the MS in this range may receive a bettdRIby selecting a one-hop
transmission path rather than a two-hop transmission petis implies the SINR-based
path selection algorithm may perform better in this caseclmvve have reserved for future

study.

The Empirical CDF of user’s SINR is shown in Figure 6.7. Weiemthat significant
benefits in SINR can be obtained when RSs are deployed, efipeehen using the PF7
and PF4 schemes. For instance, the PF7 and PF4 schemes@buid a 20 dB improve-
ment when the SINR corresponding to the 50% CDF point is ameck while the PR

scheme and FR scheme provide only 15 dB and 10 dB of improvenespectively.

Figure 6.8 shows the average spectiéiceency of the system in the full-queue sce-
nario, which is calculated by averaging the average sfeeftiaiency values of all the
subchannels in every sampling points. The average spefficdéncy values in the full-

gueue scenario reflect the lower bounds of the system thpatgh different cases. The
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Figure 6.8: Average spectraffieiency of diferent resource allocation schemes

PF7 and PF4 schemes improve the average spechiciercy with reduced co-channel
interference by partitioning relay channels, while the Pld BR schemes improve it by
not only partitioning, but also reusing the relay channdéls.analyzed in Section 6.4, the
co-channel interference in the FR scheme is worse thanrthia¢iPR scheme, but the sim-
ulation results in Figure 6.8 show that the average speeftialency in the FR scheme is
higher than that of the PR scheme. It is because the reuse tddhe FR scheme is larger
than that of the PR scheme. With the assumed parametersRtisefeme produces the
greatest throughput improvement, which doubles the aeespgctral ficiency of the SH
scenario.

In our simulation, the outage ratio is defined as the fraadiousers that cannot receive
any data due to their poor channel condition with the SINRghold of 0 dB. Figure 6.9

shows the outage ratios offtkrent schemes.
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Figure 6.9: Outage ratio of fierent resource allocation schemes

In Figure 6.9, the outage ratio in the two-hop scenarios arelmower than that in the
single-hop scenario, and in the two-hop scenarios the+aiaynel partitioning and reuse
schemes with higher reuse factors have higher outage rafithough the assumption
that an outage is only caused by intolerable SINR is not reside, it still provides a
good perspective on the performance of these relay-chagantioning and reuse schemes.

Other outage cases, such as ffisient bandwidth, will be studied in the future.

6.6 Summary

We studied four representative channel partitioning andeeschemes for multi-cell
OFDMA relay-enhanced cellular networks. The full-queualgsis was used and a Monte-

Carlo simulation algorithm was proposed to determine US#NR in the worst case, the
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lower bounds of system throughput, and outage ratio. Sitnlaesults demonstrated that
the advantage of the two-hop transmission when comparddtiét conventional single-
hop transmission comes from the path loss reduction by dimkt and the penalty of
more radio resources. The first two schemes (PF7 and PF4jateiti interference by using
spatial partitioning, and therefore, improved the outag®s. In the latter two schemes
(PR and FR), although additional interference was caubsaljghput of these two schemes

were improved through spatial reuse.
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Conclusion and Future work

My interest is in the future because | am going to spend theofasy
life there.

Charles F. Kettering

7.1 Conclusion and Discussion

In this dissertation, we studied the resource allocatic@fDMA relay-enhanced cel-
lular networks, which is one of the promising solutions fextigeneration wireless com-
munications. With deployment of relay stations in tradiabOFDMA cellular networks,
how to allocate resourceshieiently and feasibility becomes a more complicated and cru-
cial problem to achieve the cooperative diversity gain &ymg.

Firstly, we considered a single cell without channel retises each resource unit can
be assigned to only one user during a scheduling period. d&terethe basic unit for re-

source scheduling is a subchannel and usemidra infinitely backlogged. We formulated

105



106 Chapter 7: Conclusion and Future work

the optimal instantaneous resource allocation problefadireg path selection, power allo-
cation and subchannel scheduling to achieve the long-tespoptional fairness. However,

the problem is a NP-hard combination optimization probleith won-linear constrains.

To solve the optimization problem, we proposed a low-commpsource allocation al-
gorithm named 'VF w PF’ under a constant uniform power altmea In 'VF w PF’, a
void filling method is used to make full use of the wasted resesicaused by unbalanced
data rates of the two hops in a relaying path. Then we usedlaldoamposition approach
to gain the joint optimal path selection, power allocatiod aubchannel scheduling in the
Lagrangian dual domain of the original problem. The propoggtimization algorithms
improve the throughput of cell-edge users, and achievedadfidbetween system through-

put maximization and fairness among users.

We further assumed that the basic unit for resource scheglulas a slot and users’
traffic was not infinitely backlogged. Under these two more realetsumptions, the op-
timal resource allocation could not be found easily. Thanefwe proposed two heuris-
tic schemes including a Centralized Scheduling with Voillirfg (CS-VF) and a semi-
distributed resource allocation scheme to allocatinguess éiciently in OFDMA relay-

enhanced cellular networks.

Based on CS-VF, four scheduling algorithms including rouwoiin, max carrier-to-
interference ratio (Max (), max-min fairness, and Proportional Fairness (PF), veare
tended to multihop scenarios. The performances of the gexpalgorithms are proved
by using a network simulator. Simulation results demonstrghat our CS-VF scheme is
more adaptable andiiient to diferent scenarios than the existing two-step centralized

scheduling scheme which we called centralized schedulitigput void filling (CS-wo-
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VF). Among four extend scheduling algorithms, the extendek Gl benefits system
throughput the most, while the extended max-min fairnessti@ most significantféect
on fairness, and the extended proportional fairness stingdseems attractive for achiev-
ing a traded between throughput maximization and fairness. The fadtaheh extended
scheduling algorithm could achieve its designed purpog#iés that our extensions are

successful.

In our semi-distributed resource allocation scheme, aptagasubframe partitioning
(ASP) algorithm is used in a semi-distributed manner tocalle downlink resources to
relay stations. Not only user’s queue length but also usetsevable data rate are consid-
ered in ASP. Moreover, we developed link-based and endwiiossehemes for both MaxC
and PF scheduling algorithms to achievéfetient performance optimization objectives.
Through simulation, the ASP algorithm is proven to improystem throughput as well as
fairness. The scheduling algorithms using end-to-endnpet@rs perform better in terms
of throughput than those using link-based parameters axpense of more system over-
head. The resource allocation scheme, which combines ABRewd-to-end PF (e2e-PF),
increases system throughput while maintaining fairnessmgnusers, and it also could de-

crease the data losses by reducing the amount of déeréd in relays.

Finally, we considered a multi-cell scenario with spat@alse of resources. Four relay-
channel partition and reuse schemes were compared by usimgeMCarlo simulation
method. From simulation results, compared with singlednapsmission, relay-enhanced
multihop transmission is great advantageous for improttmgughput and reducing out-
age, and can especially improve the performance of cel-edgrs. Among these four

schemes, 7-part partitioning (PF7) and 4-part partitigriiPF4) mitigate co-channel inter-
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ferences by relay-channel partitioning, while the othey sshemes partial reuse (PR) and
full reuse (FR) improve the throughput by relay-channetipaning as well as reuse.

In conclusion, we studied the the downlink resource aliocaproblem in OFDMA
relay-enhanced cellular networks under various assumgpiinziuding:1) whether the basic
unit for resource allocation is a subchannel or a slot, 2)thdreusers’ tréic is infinitely
backlogged or finitely backlogged. we formulated the oplirasource allocation problem
under diferent assumptions with both theoretically and practiceficient polynomial-
time solutions. Simulation results proved that our aldonis can be used to gain a traffeo
between network throughput maximization and fairness aqusers in a single OFDMA
relay-enhanced cell. Simulation results also suggestayrabmbining PR with ASP and
e2e-PF, we have a suboptimal solution for allocating resesuin multi-cell OFDMA relay-

enhanced cellular networks.

7.2 Future work

Although multihop relaying for coverage extension in wa®s networks is an old con-
cept, using multihop relaying in OFDMA cellular networkshbenes an important research
topic over the past half-decade. We studied the resouroeadibn in OFDMA relay-
enhanced cellular networks, however, to provide ubiqusitbigh-data-rate coverage by
using multihop relaying in practical, there are severaléssremained for investigation.

First of all, different applications have severaltdrent QoS requirements. Delay-
sensitive applications such as VoIP have requirements enmaximum latency or the
minimum bit rate. Cooperative relaying can increase tha dee for cell-edge users, how-

ever, increase the transmission delay simultaneously.ADNDA relay-enhanced cellular
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networks, schedulers in BS or RSs should take tlffierdint QoS parameters forfidirent
applications into account. Therefore, more intelligersiorgce allocation algorithms are

needed to guaranteefidirent QoS requirements from users.

Moreover, three kinds of relaying are defined in IEEE 802sté&ndard, namely trans-
parent, non-transparent and cooperative relaying. If ¢myBS broadcasts control mes-
sagesinacell, and all relays do not need to broadcast ¢comissages, the relays are trans-
parent relays, however, if relays need to broadcast theiraamtrol messages since some
users cannot decode control messages successfully froBShehey are non-transparent
relays. In transparent and non-transparent relaying, seeaan only transnjieceive date
to/from a BS or a RS on one resource unit (a subchannel or a sttjg\rer, in coopera-
tive relaying, cooperative source diversity, cooperatra@smit diversity, and cooperative

hybrid diversity can be achieved by signal combing or sgane-coding.

Our centralized resource allocation algorithms can be bgéxath transparent and non-
transparent relays, whereas the semi-distributed resallocation algorithms are only
suitable for non-transparent relays. However, since weiden one resource unit can not
be allocated to one user during each scheduling period, Igaridams can not used for
cooperative relaying. Resource allocation algorithmdifierent diversity schemes need

to be studied.

Additionally, dynamic resource allocation in multi-celutti-user OFDMA relay-enhanced
cellular networks with inter-cell cooperation is veryffdiult, yet extremely important,
problem to mitigate interference. For instance, resoutioeaion should minimize in-
terference between control messages from BSs somehowiransparent mode. In trans-

parent mode, although downlink transmissions of a BS and anBy be orthogonal in
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frequency, poor frequency reuse or scheduling still caseaunacceptable interference to
surrounding relays. In Chapter 6, we already studied frdayrehannel partition and reuse
schemes, however, they need to be considered together avithrllocation, path selec-
tion and subchannel or slot scheduling. Further more, gaminlink and uplink resource
allocation is also an interesting and practical topic in ®relay-enhanced cellular net-
works.

Last but not least, since implementing relaying is not tHg way to extend coverage or
increase capacity, it must become the most cfistgve approach thus can be widely used.
Therefore, resource allocation algorithms should taketist of relays into consideration.
For instance, a non-transparent relay using semi-digattesource allocation is nearly as
complex as a BS, and a transparent or a non-transparenimetaptralized mode is much
simpler and less expensive but requires more complexitigarBiS. Detailed cost analysis
for different resource allocation algorithms need to be done fdogielg multihop relaying

in OFDMA cellular networks.
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