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Abstract

The rapid development of audio and video applications such as Skype and YouTube in-

creases people’s demands for ubiquitous high-data-rate coverage. Orthogonal Frequency-

Division Multiple Access (OFDMA) relay-enhanced cellularnetwork, the integration of

multihop relaying with OFDMA infrastructure, has become one of the most promising so-

lutions for next-generation wireless communications. In arelay-enhanced cell, multiple

Relay Stations (RSs) are deployed to assist transmissions between a Base Station (BS) and

multiple Mobile Stations (MSs). However, the resource allocation becomes more compli-

cated and crucial to gain the potential capacity and coverage improvements of relaying.

Although many studies have been done on allocating resourceadaptively in the tra-

ditional single-hop OFDMA networks, they can’t be applied to OFDMA relay-enhanced

networks directly, since with the deployment of relays, resource allocation on different

hops should cooperate to avoid data shortage or overflow in relays. In this dissertation, we

aim to design efficient and feasible algorithms to allocate OFDMA downlink resources in

a frame-by-frame basis for relay-enhanced cellular networks.

To make the resource allocation problem tractable, we first consider a single cell with-

out channel reuse, and suppose the basic unit for resource scheduling is a subchannel, each

subchannel can be assigned to only one user during a scheduling period, and users’ traffic
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iv Abstract

is infinitely backlogged. Under these assumptions, we formulate the optimal instantaneous

resource allocation problem with total power constraint toachieve the proportional fairness

in the long term.

Since the problem is a NP-hard combination optimization problem with non-linear con-

strains, it’s very difficult to find the optimal solution within a designated time by extensive

searching over all possible solutions. We first propose a low-complex resource allocation

algorithm under a constant power allocation named ’VF w PF’.A void filling method is

employed in ’VF w PF’ to make full use of subchannels. Furthermore, we use continuous

relaxation and a dual decomposition approach to solve the original optimization problem

efficiently in its Lagrangian dual domain. A modified iterative water-filling algorithm ’PA

w PF’ is proposed to find the optimal path selection, power allocation and subchannel

scheduling. Simulation results show the optimal power allocation can not gain much on

system throughput, moreover, our optimization algorithmsimprove the throughput of cell-

edge users and achieve a tradeoff between system throughput maximization and fairness

among users.

However, if the basic unit for resource scheduling is a slot or users’ traffic is not in-

finitely backlogged, the resource allocation problem becomes more complicated thus it is

difficult to find optimal solutions by using optimization approaches. Therefore, we propose

two heuristic resource allocation schemes including a Centralized Scheduling with Void

Filling (CS-VF) and a adaptive semi-distributed resource allocation scheme.

Based on CS-VF, four representative single-hop schedulingalgorithms including Round-

Robin (RR), Max Carrier-to-Interference ratio (Max C/I), max-min fairness, and Propor-

tional Fairness (PF), are extended to multihop scenarios toachieve different levels of fair-



Abstract v

ness. Simulation results indicate that CS-VF is more adaptable to different traffic distribu-

tions and dynamic network topologies.

On the other hand, the proposed semi-distributed resource allocation scheme consists

of a constant power allocation, adaptive subframe partitioning (ASP), and link-based or

end-to-end packet scheduling. Simulation results indicate that the ASP algorithm increases

system utilization and fairness. Max C/I and PF scheduling algorithms extended using the

end-to-end approach obtain higher throughput than those using the link-based approach,

but at the expense of more system overhead for information exchange between BS and

RSs. The resource allocation scheme using ASP and end-to-end PF scheduling achieves a

tradeoff between system throughput maximization and fairness.

Finally, we compare four relay-channel partition and reuseschemes in a multi-cell sce-

nario from interference mitigation and throughput improvement points of view. Among

these four schemes, 7-part partitioning (PF7) and 4-part partitioning (PF4) schemes miti-

gate co-channel interferences by relay-channel partitioning, while the other two schemes

include partial reuse (PR) and full reuse (FR) schemes improve the throughput by relay-

channel partition as well as reuse. Specially, the PR schemeachieves a tradeoff between

spectral efficiency and outage.

In conclusion, we formulate the optimal resource allocation problem under different as-

sumptions in OFDMA relay-enhanced cellular networks and give both theoretically and

practically efficient polynomial-time solutions. From the theoretical point of view, we

use optimization approaches including continuous relaxation and dual decomposition to

find the jointly optimized power allocation, path selectionand subchannel scheduling to

achieve proportional fairness. From the implementation point of view, we propose two
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resource allocation architectures including a centralized allocation and a adaptive semi-

distributed allocation, with which four representative single-hop scheduling algorithms are

extended to achieve different levels of fairness in multihop scenarios. Simulationresults

show our optimization algorithms achieve a tradeoff between system throughput optimiza-

tion and fairness among users. Simulation results further suggest that the heuristic algo-

rithm PR+ASP+e2e-PF provides an efficient and feasible solution for multi-cell OFDMA

relay-enhanced cellular networks.
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Chapter 1

Introduction

This chapter provides a brief background and highlights theimportance

of resource allocation in Orthogonal Frequency Division Multiple Access

(OFDMA) relay-enhanced cellular networks. We also give an overview of

related work and author’s contributions.

1.1 Background

The Orthogonal Frequency Division Multiple Access (OFDMA)is a promising mul-

tiple access technique for next-generation wireless communications because of its high

spectral efficiency and inherent robustness against frequency-selective fading [5] [11] [13]

[54]. In the emerging OFDMA-based standards such as 3rd Generation Partnership Project

(3GPP) Long Term Evolution (LTE) [1] [41] and IEEE 802.16j [2][23], the multihop relay

concept has been introduced to provide ubiquitous high-data-rate coverage. IEEE 802.16j

was approved and published by IEEE in 2009 as an amendment to IEEE Std 802.16-2009

2



Chapter 1: Introduction 3

[22]. The purpose of IEEE 802.16j is not to standardize a new cellular network that in-

cludes multihop capability, but instead to expend previoussingle-hop 802.16 standards to

include multihop capability [37].

The two standards supporting multihop relaying, LTE-Advanced and IEEE 802.16j, are

amendments of LTE and IEEE 802.16-2009, respectively. Therefore, they must have back-

ward compatibility. Namely, the new amendment standards not only must be fully compat-

ible with devices for their baseline standards, but also must satisfy the new functionality of

multihop relaying. The functionality of relaying can be implemented by both hardware and

software changes on the baseline devices. The choice shouldbe made according to the cost

of the two ways. For example, if the baseline devices have been deployed widely, it’s better

to add new functionality by software updating since it’s very expensive to re-deploy the

new hardware. Fortunately, the two baseline standards for multhop relaying are still in the

standardization stage, thus how to implement multihop relaying is still an open problem.

Multihhop relays not only can be used in fixed infrastructures, but also can provide in-

building coverage, coverage on mobile vehicle, and temporary coverage for emergency and

disaster recover. Four typical usage models [14] for multihop relays are shown in Figure.

1.1. In the fixed infrastructure usage model of multihop relays, relay stations (RSs) are

deployed in the cellular infrastructure to improve system capacity and coverage by dividing

one long path into several shorter links and by offering alternative paths to users located in

shadow areas.

The deployment of multihop relay can decrease the deployment costs because the con-

ventional cellular system requires a very higher density ofBase Station (BS) to provide

sufficient coverage, and the deployment cost of a BS is higher thanthat of a RS since a
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(2) In-building coverage

(3) Coverage on mobile vehicle

(4) Temporary coverage

(1) Fixed infrastructure

Figure 1.1: Typical Usage models for IEEE 802.16j systems [14].

RS does not need a wired backbone access. Moreover, the flexibility in relay positioning

allows a faster network construction.

By introducing multihop relaying to OFDMA cellular networks, larger capacity and

coverage can be expected; however, there are still lots of challenges. The new standard

802.16j must not only be compatible with old devices such as 802.16e devices, but also

satisfy cooperative relaying functionality.

From the physical layer perspective, backward compatibility requires every RS should

be able to support all the modulation and coding schemes in the old standard. Moreover,

since every Mobile Station (MS) may receive from the BS and a RS in the same frame,

this raises more strict requirements regarding channel estimation, synchronization and fre-

quency offset.

From the Media Access Control (MAC) layer perspective, an entirely new set of mes-
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sages specific to relaying must be created in 802.16j withoutoverlapping with the existing

set of MAC messages in IEEE 802.16-2009 [22]. The new MAC not only is responsible

for ensuring a required Quality of Service (QoS) over multihops and allowing handovers

among BS and RSs, but also should maintain Hybrid automatic repeat request (HARQ)

over multiple hops. Technical issues such as frequency reuse, relay placement, resource

allocation and scheduling are very difficult, yet extremely important, problems that IEEE

802.16j has left to manufacturers and providers to solve [37].

1.2 Motivation

Nowadays, due to the rapid developments of audio and video applications such as Skype

and YouTube, people’s demands for high-data-rate wirelessaccess are increasing. To pro-

vide ubiquitous high-data-rate coverage, advanced signalprocessing techniques such as

OFDMA are developed. However, due to the path loss of radio propagation, those ad-

vanced techniques can not improve data rates for cell-edge users, namely users far from the

BS.

The most widely used strategy to address this problem is to shrink the size of cells to

increase the density of BSs. However, the benefit of this strategy is limited by the exceeding

cost of deploying a BS since the service provider must pay fornot only the antenna space

but also the wired backhaul connection.

Multihop relaying is considered to be a more attractive solution since relay stations do

not need wired backhaul. One the other hand, the flexibility in relay positioning allows

a faster network construction. Therefore, OFDMA relay-enhanced cellular network is a

promising solution for the next-generation communications.
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To implement OFDMA relay-enhanced cellular network, resource allocation is one of

the issues remained for our researchers, manufacturers andservice providers to investigate.

We focus on the resource allocation problem in OFDMA relay-enhanced cellular networks.

To gain the potential capacity and coverage improvements ofmultihop relaying, the re-

source allocation problem becomes more complicated and crucial. Although many studies

have been done on adaptive resource allocation in single-hop OFDMA cellular systems

[30] [40] [58], they can’t be used directly in the multihop system, since in the multihop

system, resource allocation on different hops should be cooperated to avoid data shortage

or overflow in relay nodes.

The RS we considered is a regenerative relay, which has a layer-2 protocol structure

and works in the decode-and-forward (DF) mode. DF relays first decode and verify the

correctness of the received data, and then forward the re-encoded data to destinations [51].

Compared with amplify-and-forward relaying [7], DF has significant advantages on noise

propagation avoidance and link adaptation with different modulation/coding schemes on

different hops [32]. Since we consider providing high data rate coverage to residential or

business customers, RSs can be fixed on tops of buildings to provide high computation

capability for decoding and re-encoding.

Figure 1.2 gives a simple three-node DF relaying system. With DF and Adaptive Mod-

ulation and Coding (AMC), achievable data rates of different links can adaptive to cor-

responding link qualities. In the example, we suppose there’s a single channel and the

achievable data rates of user’s direct link, first-hop link and second-hop link are 2 bits-per-

second (bps), 8 bps and 4 bps respectively. Moreover, the arrival rate for user’s downlink

(DL) data is assumed to be 2.5 bps.
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RS

4 bps

2 bps

8 bps

BS

MS

2.5 bps

Figure 1.2: A three-node DF relaying system.

With single-hop transmission, obviously, user’s throughput is 2 bps and the queue

length in BS increases with a speed of 0.5 bps. However, if thetwo-hop DF relaying is

considered, user’s throughput not only relies on achievable data rates on two links, but also

depends on the proportion of slots allocated to the BS-RS andthe RS-MS links. The max-

imum throughout can be achieved if we consider the cooperated resource allocation on the

two hops. That is at least 2.5/8 = 31.25% of the channel duration is allocated to the BS-RS

link while at least 2.5/4 = 62.5% of the channel duration is assigned to the RS-MS link.

Since 31.26%+62.51%< 100%, the user can achieve a throughput equal to the arrival rate

of its downlink data, i.e. 2.5 bps, and the queue length in both BS and RS is stable.

In Figure 1.2, if we don’t care about cooperation, for instance, we just allocate 3/4

of the total resources to the BS-RS link and the remaining 1/4 to the RS-SS link, user’s

throughput is reduced to 1 bps and the queue length in the RS increases with a speed of

1.5 bps, hence, data overflow will happen after a certain timeduration. If the arrival data

rate for this user increases to 3 bps, it’s very hard to find a resource allocation scheme to

maximize user’s throughput intuitively.
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Therefore, resource allocation is more complex and challenging in OFDMA relay-

enhanced cellular networks than in the conventional single-hop OFDMA system. When

the numbers of channels and users are large, the resource allocation becomes more compli-

cated and crucial to gain the potential capacity and coverage improvements.

1.3 Related Work

Resource allocation in OFDMA relay-enhanced cellular networks becomes a flourish-

ing topic recently [35] [52] [53]. However, there still exist some challenges. The first one

is how to allocate resources cooperatively to reduce the wastes of radio resources due to

the unbalance between capacities on two links of a user who receive data via a RS.

In [27], the authors use the Lagrange dual-decomposition method to show that with

fixed subchannel allocation, a modified water-filling algorithm is the optimal power-allocation

solution. However, if AMC is used, power allocation does notcontribute much to system

performance improvement [17] [40]. In [18], a heuristic centralized subcarrier and power

allocation algorithm with a constraint on overall transmission power is proposed. However,

their formulations are based on a ”half-and-half” frame structure, in which the first half of a

time frame is allocated to transmissions from BS and the second half is dedicated to trans-

missions from RSs. If the RSs’ positions are fixed, this ”half-and-half” frame structure can

not adapt to various traffic demands.

In [32], [33] and [45], the optimal RSs locations are studiedwhen the network topology,

traffic distribution and transmission power are determinate. However, in OFDMA cellular

networks with fixed RSs, it is costly to re-install RSs at different locations when the traffic

distribution changes. The most efficient way is using dynamic resource allocation that
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assigns different amounts of resources to RSs according to various traffic demands and

topologies.

Furthermore, some resource allocation algorithms are based on unrealistic assumptions,

for instance user traffic is infinitely backlogged and all RSs can receive and transmit the

same data packets during one frame, for example the three resource scheduling algorithms

proposed in [19]. Although the second assumption simplifiesthe resource scheduling prob-

lem, it is not applicable to practical systems since it requires every RS should have a very

high processing speed to decode and re-encode in a Relay Receive/Transmit transition Gap

(R-RTG).

Moveover, whether resource allocation in relay-enhanced networks should be performed

in a centralized manner or semi-distributed manner? In [9],a centralized throughput en-

hancement scheduling scheme is proposed. In [7], a semi-distributed relaying algorithm is

proposed for amplify-and-forward relaying networks. Centralized scheduling can reduce

the complexity of RSs, but has a the high system overhead for control message exchange,

since the BS requires full knowledge of the Channel State Information (CSI) of each link

as well as the queue length in every RS, while every RS needs tobe informed about the

BS’s allocation. To the best of the author’s knowledge, there’s no existing work refer to

semi-distributed resource allocation for OFDMA relay-enhanced cellular networks.

Although there is a rich literature that considers the resource allocation for relay-enhanced

cellular networks, most of them aim to maximize the sum-rate, such as [18], [25], [27], [34],

and [59]. However, under the sum-rate maximization objective, users with bad channel con-

ditions are starved since all resources are assigned to users with good channel conditions.

Considering fairness among users, an uplink subchanel allocation problem is studied
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with restricted number of subchannels for every RS in [31]. Aheuristic resource alloca-

tion algorithm that limit the maximum number of subchannelsallocated to every user is

proposed in [4]. Further more, an sum-rate optimization problem with minimal rate re-

quirements from users is solved by a subgradient method in [43]. When every user has the

same rate requirement, fairness can be guaranteed to a certain extent. However, admission

control policies are needed to make the optimal solutions feasible, i.e. all rate requirements

should be met for admitted users.

In [56] and [28], optimal resource allocations for max-min fairness are proposed. In

max-min fairness, the sum-up rate is limited by rates of users in bad channel conditions.

However, due to the undesigned radio propagation effects in wireless channel such as path

loss, shadowing and fading, there’s a high probability thatchannel conditions for some

users are very bad. Therefore, the Proportional Fairness (PF) seems more attractive than the

max-min fairness in wireless networks. PF maximizes the summation of logarithmic func-

tion of users’ throughputs and has been proven to gain a tradeoff between system through-

put maximization and fairness [3]. In [55], the conventional PF algorithm is enhanced to

schedule subchannels dynamically under a constant power allocation.

1.4 Contributions

In this dissertation, we aim to design efficient and feasible algorithms for allocating

OFDMA downlink resources for relay-enhanced cellular networks in a frame-by-frame

basis. The resource allocation in our system model can be formulated into optimization

problems with different objectives and constraints. The objective is to optimize system

performance such as sum-rate optimization, max-min fairness, proportional fairness and so
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on. Different constraints are based on different assumptions. However, most of formulated

problems are NP-hard and can not solved within a designated time by extensive searching.

To make resource allocation problem tractable, in chapter 3, we suppose the basic unit

for scheduling is a subchannel, each subchannel can be assigned to only one user dur-

ing the scheduling period, and users’ traffic is infinitely backlogged. We first formulate

the optimal instantaneous resource allocation problem with the total power constraint in

OFDMA relay-enhanced cellular networks to achieve the proportional fairness in the long

term. Since the problem is a non-linear constrained optimization problem, we first propose

a low-complex resource allocation algorithm for a constantpower allocation named ’VF

w PF’. A void filling method is employed in ’VF w PF’ to make fulluse of the resources.

Further more, we use continuous relaxation and a dual decomposition approach to solve

the original optimization problem efficiently in its Lagrangian dual domain. A modified

iterative water-filling algorithm ’PA w PF’ is proposed to find the optimal solutions. Sim-

ulation results show that our optimization algorithms improve the throughput of cell-edge

users, and achieve a tradeoff between system throughput maximization and fairness among

users.

In chapter 4 and 5, we consider that the basic unit for scheduling is a slot and users’

traffic is not infinitely backlogged. Two heuristic resource allocation schemes are proposed.

The first one named Centralized Scheduling with Void Filling(CS-VF) works in the

centralized manner. In CS-VF, the remaining slots in the second subframe are filled with

packets destined to users who receive data directly from thebase station (BS). Moreover,

based on our CS-VF scheduling scheme, four representative single-hop scheduling algo-

rithms including round-robin, max C/I, max-min fairness, and proportional fairness, are
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extended to multihop scenarios to achieve diffident levels of fairness. Simulation results

indicate that when compared with the existing centralized scheduling scheme, which does

not consider void filling, our proposed CS-VF scheme is more adaptable to different traffic

distributions caused by dynamic network topology and user’s mobility.

The second heuristic solution works in the semi-distributed manner. We consider there

is time division between transmissions from RSs, and partition the second subframe in the

downlink data subframe into multiple RS-subframes, each ofwhich is dedicate to transmis-

sions from a RS. Since fixed partition can not adapt to varioustraffic demands, we propose

an Adaptive Subframe Partitioning (ASP) algorithm to adjust the length of every subframe

dynamically, and suggest two ways to extend single-hop scheduling algorithms into multi-

hop scenarios: link-based and end-to-end approaches. Simulation results indicate that the

ASP algorithm increases system utilization and fairness. The max C/I and PF scheduling

algorithms extended using the end-to-end approach obtain higher throughput than those us-

ing the link-based approach, but at the expense of more overhead for information exchange

between the BS and RSs. The resource allocation scheme usingASP and end-to-end PF

scheduling achieves a tradeoff between system throughput maximization and fairness.

In chapter 3, 4 and 5, we study resource allocation in a singleOFDMA relay-enhanced

cell without channel reuse. That is a slot or a subchannel cannot be reused by users to avoid

intra-cell interference. In chapter 6, four channel partition and reuse schemes are compared

in a multi-cell scenario from interference mitigation and throughput improvement points of

view.

The four channel partition and reuse schemes are are 7-part partitioning (PF7), 4-part

partitioning (PF4), partial reuse (PR), and full reuse (FR)schemes. The co-channel inter-
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ferences of these four schemes in a multi-cell scenario are full-queue analyzed. By using

a proposed Monte-Carlo simulation algorithm, the empirical Cumulative Density Func-

tion (CDF) curves of user’s Signal-to-Interference-plus-Noise Ratio (SINR) in the worst

case are gained in different scenarios. Numerical results show that multihop transmissions

are greatly advantageous for improving throughput and reducing outage when compared

with single-hop transmissions, and can especially improvethe performance of cell-edge

users. Among these four schemes, PF7 and PF4 mitigate co-channel interferences by relay-

channel partitioning, while the other two schemes PR and FR improve the throughput by

relay-channel partitioning as well as reuse.

In a word, we study the resource allocation problem for OFDMArelay-enhanced cel-

lular networks in this dissertation not only from the theoretical point of view but also from

the implementation point of view. Our optimization algorithms gained by optimization

approaches can be used to achieve a tradeoff between system throughput optimization

and fairness among users. Simulation results further suggest that the heuristic algorithm

PR+ASP+e2e-PF provides an efficient and feasible solution for multi-cell OFDMA relay-

enhanced cellular networks.

1.5 Dissertation Organization

The remainder of this dissertation is structured as follows:

Chapter 2 describes the system model of OFDMA relay-enhanced cellular networks

includes network architecture and frame structure. It alsohighlights resource allocation

problem under the system model.

Chapter 3 formulates the resource allocation problem underthe assumptions that the



14 Chapter 1: Introduction

basic unit for scheduling is a subchannel, each subchannel can be assigned to only one

user during the scheduling period, and users’ traffic is infinitely backlogged. Optimization

approaches are used to achieve optimal resource allocationfor proportional fairness among

users. The work in this chapter is mainly based on [48] and [46].

Chapter 4 proposes a heuristic resource allocation scheme named Centralized Schedul-

ing with Void Filling (CS-VF). Based on CS-VF, four representative single-hop packet

scheduling algorithms: round-robin, max C/I, max-min fairness, and proportional fairness,

are extended to multihop OFDMA relay-enhanced networks. The work in this chapter is

mainly based on [47].

Chapter 5 proposes a semi-distributed resource allocationscheme to achieve a near-

optimal solution. The proposed scheme consists of a constant power allocation, adaptive

subframe partitioning (ASP), and link-based or end-to-endpacket scheduling. The work in

this chapter is mainly based on [49] and [50].

Chapter 6 compares four channel partition and reuse schemesa multi-cell OFDMA

relay-enhanced network from the viewpoints of interference mitigation and throughput im-

provement. The work in this chapter is mainly based on [42].

Chapter 7 summarized the dissertation and proposes severalopen topics for future work.



Chapter 2

OFDMA Relay-enhanced Cellular

Networks

This chapter describes the system model of OFDMA relay-enhanced cel-

lular networks includes network architecture and frame structure. Under our

system model, the basic unit for resource scheduling can be asubchannel or

a slot; the resource allocation architecture can work in centralized manner or

semi-distributed manner; user traffic pattern can be infinitely backlogged or

finitely backlogged. Resource allocation problems under different assump-

tions have different forms. They can be solved by optimization approaches

or heuristic methods.

15
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2.1 Network Architecture

We consider an OFDMA relay-enhanced cellular network with aBase Station (BS),

multiple Relay Stations (RSs), and multiple Mobile Stations (MSs) or users shown in Fig-

ure 2.1. Letk ∈ {0, 1, ...,K} denote the index of the BS or a RS, andk = 0 for the BS. The

notationk also represents one of the total (K + 1) downlink paths for every user,k = 0 for

the direct transmission path whereask ∈ {1, ...,K} for the relaying path through thekth RS.

m ∈ {1, ...,M} is the index of a user.

All nodes including the BS, RSs and MSs work in the half-duplex mode thus they can

not transmit and receive simultaneously. We do not considerfull-duplex radios since they

are hard to implement due to the dynamic range of incoming andoutgoing signals and the

bulk of ferroelectric components like circulators [15]. Inthe downlink direction, users can

receive data directly from the BS or via a RS. We call a user communicating directly with

a BS asingle-hop user, and a user that alternatively receives data via a RS atwo-hop user.

Two-hop relaying has been proven to give the highest system throughput, and when the

number of hops is larger than three, the system overhead for exchanging control messages

uses a great amount of resources [10] [21].

Cooperative selection diversity, which dynamically selects the best transmission scheme

between direct transmission and decode-and-forward relaying, is used in the network to

achieve the multiuser diversity. Among four representative cooperative relaying schemes

shown in Figure 2.2, cooperative selection diversity has been proven to be the most promis-

ing one in terms of throughput and implementation complexity since no signal combing is

needed in Mobile Stations (MSs) [8].

With cooperative selection diversity shown in Figure 2.2(d), if direct transmission is
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Direct transmission
DF relaying

BS

MS

MS
RS

RS

Figure 2.1: The architecture of OFDMA relay-enhanced cellular networks.

used between a source and a destination, the source send messages directly to the desti-

nation during the whole frame, whereas in the case of decode-and-forward relaying, the

source transmits to the relay node in the first subframe, after decoding the source messages

successfully, the relay node encodes and forwards the messages to the destination in the

second subframe. In the downlink of an OFDMA relay-enhancedcellular network, the BS

is the source, and users are destinations.

(a) (b) (c)

(d)

or

Source Relay Destination

TX in the 1st subframe

TX in the 2nd subframe

Figure 2.2: Four representative cooperative relaying schemes that work in the two-
subframe relaying pattern (a)cooperative transmit diversity-1 (b)cooperative transmit
diversity-2 (c)cooperative receive diversity (d)cooperative selection diversity
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2.2 Frame Structure

In frame-based networks, the timeline is divided into consecutive frames, each of which

further consists of a downlink (DL) subframe and an uplink (UL) subframe. Figure 2.3

illustrates a multihop MAC frame structure which is proposed in [16] and [23] for relay-

enhanced IEEE 802.16 networks.

MS can compete for transmission opportunities in the uplinksubframe. The standards

such as 802.16j define the mechanism on how to compete and how to avoid collision in

the uplink. After a MS gets a transmission opportunity successfully, it can send the QoS

requirements gathered from applications to the BS, and thenthe BS can allocate resources

according to users’ requirements.

A DL subframe is further divided into two subframes since thecooperative selection

diversity works in the half-duplex relaying pattern. In thedownlink direction, BS first

broadcasts a control message, which contains a DL-MAP and a UL-MAP messages. With

these mapping messages, single-hop users and RSs are notified of the corresponding re-

sources assignments. After receiving messages successfully during the DL subframe 1,

each RS converts from receiving mode to transmitting mode ina time gap, and then broad-

casts its control message at the beginning of the DL subframe2, which also includes a

mapping message, with which every two-hop user gets the resource allocation information.

2.3 Frame-by-Frame Resource Allocation

Resources in wireless communication systems usually referto time, spectral and power.

Suppose resources are allocated on a frame-by-frame basis according to Channel State In-
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DL Subframe 1 UL Subframe 1DL Subframe 2 UL Subframe 2

Guard time gap

Figure 2.3: A MAC frame structure for relay-enhanced IEEE 802.16 networks.

formation (CSI) estimated from previous feedback. Moreover, channel coherence time is

considered to be much longer than the frame length; hence, channel states are invariant dur-

ing each scheduling epoch. Under the network architecture and the frame structure intro-

duced in section 2.1 and 2.2 respectively, we divide the resource allocation in an OFDMA

relay-enhance cellular network into three tasks: power allocation among all subchannals,

path selection for every users, and data frame scheduling among links.

2.3.1 Subchannel-based vs. slot-based

To address the downlink resource allocation problem in OFDMA relay-enhanced cel-

lular networks shown in Figure 2.1, we ignore the control messages and focus on the DL

data subframe shown in Figure 2.4, which containsS time slots in the time domain andN

subchannels in the frequency domain. The basic unit for dataframe scheduling can be a

subchannel denoted byn ∈ {1, 2, ...,N} or a slot which is a time-frequency unit represented

by (n, s) with n ∈ {1, 2, ...,N} ands ∈ {1, 2, ...,S}.

The two basic units provide different degrees of freedom for resource scheduling. Us-

ing slot as the basic unit may increase the utilization of resources but at the same time
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Figure 2.4: Dowlink data subframe for OFDMA relay-enhancednetworks

increases the complexity of resource scheduling algorithms. Slots or subchannels in the

first subframe can be assigned to transmissions in BS-RS and BS-MS links, whereas those

in the second subframe can be allocated to transmissions in BS-MS and RS-MS links.

Therefore, the third task of our resource allocation problem is actually slot or subchannel

scheduling among links.

2.3.2 Centralized vs. semi-distributed

A resource allocation architecture for OFDMA relay-enhanced cellular networks is

shown in Figure 2.5, whereMk denotes the number of users who receive data via RSk. BS

builds a virtual First-In-First-Out (FIFO) queue to store the downlink data from the back-

bone network for each user, whereas each RS also builds a virtual FIFO queue for each of

its associated users. Under the proposed resource allocation architecture for relay-enhanced

cellular networks, resource allocation can work in centralized manner or semi-distributed
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manner.

In centralized allocation, BS is responsible for allocating the available resources to all

links. To perform efficiently, BS needs to be aware of the CSI of each link and perhaps the

queue length on every RS. Every RS should be informed about the allocation by a broad-

cast control message, e.g. the DL-MAP message in 802.16j. Therefore, the centralized

allocation can reduce the complexity of RSs, but it consumesmore resources for control

message exchange.

In semi-distributed (also called RS-aided) allocation, BSassigns each RS a RS-subframe;

then each RS allocates the subframe to its associated users by using its own scheduler. In

this way, system overhead for information exchange betweenBS and RSs as well as the

computational complexity of the BS are reduced. However, toenable cooperation between

BS-RS and RS-MS links, resource allocation schemes should decide which information

need to be feedback from RSs to BS.

2.3.3 Infinitely backlogged traffic vs. finitely backlogged traffic

Most works on resource allocation in OFDMA relay-enhanced cellular networks as-

sume that there are infinite backlogged traffic streams for users. This assumption simplifies

BS

Scheduler
M

RS Scheduler
M1

RS Scheduler

Single-hop users

Two-hop

users

combined

with RS1

Two-hop

users

combined 

with RSK

BS

RSK

RS1

MK

Figure 2.5: Resource allocation architecture for OFDMA relay-enhanced cellular networks.
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the resource allocation problem, since with this assumption user’s traffic pattern need not

to be considered.

However, the downlink traffic to every user in real cellular networks is not always back-

logged. Different users may have different traffic demands. Taking user’s traffic pattern into

consideration is more realistic, however, it increases thecomplexity of resource allocation

algorithms.

2.3.4 Optimization approaches vs. heuristic solutions

Resource allocation in OFDMA relay-enhance cellular networks including power allo-

cation, path selection, and slot or subchannel scheduling,can be formulated into an opti-

mization problem with an objective to optimize system performance such as the sum-rate

maximization, proportional fairness and so on. However, under different assumptions, the

problem formulation has different constraints. One way to solve the problem for optimal

resource allocation is using optimization approaches suchas dual decomposition [57], sub-

gradient method [6] and so on. However, most optimization problem for resource allocation

in OFDMA relay-enhanced networks are very difficult to be solved by using optimization

approaches, some efficient heuristic solutions need to be find to achieve sub-optimal allo-

cations.

2.4 Summary

In this chapter, we first give the system model including the network architecture and

the frame structure. Under the system model, we further divide the downlink resource
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allocation in OFDMA relay-enhance cellular networks into three aspects: power allocation

among all subchannals, path selection for every users, and slot or subchannel scheduling

among all links. Moreover, a resource allocation architecture is proposed and it can work

in two manners: centralized and semi-distributed. With infinitely or finitely backlogged

traffic for users, resource allocation problem in OFDMA relay-enhanced cellular networks

will have different complexity. Finally, optimization approaches and heuristic algorithms

can be used to solve the optimization problem for resource allocation in OFDMA relay-

enhance cellular networks.



Chapter 3

Optimal Resource Allocation with

Proportional Fairness

To make resource allocation problem under our system mode tractable,

we suppose the basic unit for scheduling is a subchannel, each subchannel

can be assigned to only one user during the scheduling period, and users’

traffic is infinitely backlogged. Optimization approaches are used to achieve

the optimal resource allocation for proportional fairnessamong users.

3.1 Introduction

With DF relaying, if a subchannel is assigned a relaying pathfor a user, the BS transmits

during the first subframe while a RS listens; and if the RS can decode the source message

successfully, it re-encodes the message and then forwards it to the user during the second

subframe. However, for a direct path, the BS transmits data to the destined user during both

24
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subframes. Therefore, the BS is always in the transmitting mode during downlink frames

while all users are always in the receiving mode. Only RSs need to change their modes

between receiving and transmitting when a subframe starts.

We first formulate the instantaneous resource allocation into an optimization problem

which can achieve proportional fairness in the long-term. Proportional fairness provides a

reasonable function to trade the total system throughput with users’ fairness. The problem

is a NP-hard combination optimization problem with non-linear constraints.

To reduce the computational complexity on solving the problem, we assume a constant

uniform power allocation to linearize the problem, and thenuse a void filling method to

fulfill any unoccupied resource caused by unbalanced data rates on the two hops of a re-

laying path. Combining the constant power allocation and voiding filling, we propose a

low-complex resource allocation algorithm named ’VF w PF’.

Moreover, to solve the original problem, we first introduce some new variables, and

then use continuous relaxation and a dual decomposition approach to solve the primary

problem efficiently in the Lagrangian dual domain. A modified iterative water-filling algo-

rithm named ’PA w PF’ is proposed to find the optimal joint pathselection, power allocation

and subchannel scheduling under the proportional fairness. Finally, the performance of our

proposals are evaluated by extensive simulations.

The rest of this chapter is organized as follows. The problemformulation is presented in

section 3.2. Section 3.3 proposes a low-complex resource allocation algorithm named ’VF

w PF’. In section 3.4, we solve the original optimization problem by a dual decomposition

method and then give an iterative algorithm ’PA w PF’ to find the optimal solutions. Section

3.5 presents some simulation results and section 3.6 concludes this chapter.



26 Chapter 3: Optimal Resource Allocation with Proportional Fairness

3.2 Problem Formulation

We useS Dm, S Rk andRkDm to represent the direct link from the BS to userm, the first-

hop link from the BS to RSk, and the second-hop link from RSk to userm, respectively.

γn
S Dm

, γn
S Rk

andγn
RkDm

are the Carrier-to-Noise power Ratios (CNRs) of the links indicated

by the subscripts on thenth subchannel. We haveγn
∗ = |h

n
∗|

2/(N0B/N), whereB/N is

the frequency bandwidth per subchannel;N0 is the single-sided power spectral density of

Additive White Gaussian Noise (AWGN);hn
∗ is the channel gain for subchanneln on the

link indicated by the subscript ’*’.

The achievable rate of userm’s direct path on thenth subchannel is

Rn
0,m = Rn

S Dm
= log2

(

1+ pn
S Dm
γn

S Dm

)

, (3.1)

wherepn
∗ is the power allocated to subchanneln on link ’*’.

For a relaying path on thenth subchannel, the achievable rate is the minimal capacity

of its first-hop and second-hop links. Suppose the first subframe and the second subframe

have the same time length, i.e.S0 = S1 andS0+S1 = S in Figure 2.4. Thus the achievable

rate of thekth relaying path (k , 0) for usermon thenth subchannel is given by

Rn
k,m =

1
2

min
{

Rn
S Rk
,Rn

RkDm

}

, (3.2)

where

Rn
S Rk
= log2

(

1+ pn
S Rk
γn

S Rk

)

,

Rn
RkDm
= log2

(

1+ pn
RkDm
γn

RkDm

)

.

Define ρn
k,m ∈ {0, 1} as the joint path selection and subchannel scheduling indicator.

ρn
k,m = 1 if and only if thenth subchannel is assign to thekth path of userm. Thusm’s



Chapter 3: Optimal Resource Allocation with Proportional Fairness 27

achievable data rate of a frame isRm(t) =
(

∑N
n=1

∑K
k=0 ρ

n
k,m(t)Rn

k,m(t)
)

. Therefore, the asymp-

totia system throughput is

R= lim
T→∞

sup
1
T

T
∑

t=1

M
∑

m=1

Rm(t).

If we define user’s utility function in thetth frame as

Um(t) =
( N
∑

n=1

K
∑

k=0

ρn
k,m(t)Rn

k,m(t)
)a

/Tm(t)b, (3.3)

the proportional fairness can be achieved in the long term [3]. a andb are parameters to

adjust how fair the scheduler performs. Without loss of generality, we assumea = b = 1

henceforth. Tm(t) is the average throughput for userm by the tth frame, which can be

updated by an exponential moving average with the weight factor tc as

Tm(t + 1) =
(

1−
1
tc

)

Tm(t) +
1
tc

N
∑

n=1

K
∑

k=0

ρn
k,m(t)Rn

k,m(t). (3.4)

Therefore, the PF optimization problem with the total powerconstraint is formulated

as following

(P1) maxmize
M
∑

m=1

{ 1
Tm

N
∑

n=1

K
∑

k=0

(

ρn
k,mRn

k,m

)}

s.t c1:ρn
k,m ∈ {0, 1},∀k,m, n,

c2:
M

∑

m=1

K
∑

k=0

ρn
k,m ≤ 1,∀n,

c3: pn
S Dm
, pn

S Rk
, pn

RkMm
≥ 0,∀k,m, n,

c4:
N

∑

n=1

M
∑

m=1

{

ρn
0,mpn

S Dm
+

K
∑

k=1

1
2
ρn

k,m

(

pn
S Rk
+ pn

RkMm

)}

≤ PT . (3.5)

where we omit the notation of framet. c1 denotes that each subchannel can be assigned

to only one user, and that user can receive data only from one path on that subchannel. c4

is the sum power constrains, where1
2ρ

n
k,m

(

pn
S Rk
+ pn

RkMm

)

is the average power allocated to
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a relaying path. The sum-rate maximization problem is a special case of our problem with

Tm = 1 for all users during every frame. They can be solved similarly. However, with the

sum-rate maximization objective, users with bad channel conditions are starved since all

resources are assigned to users with good channel conditions.

3.3 A Low Complexity Resource Allocation Algorithm

3.3.1 Constant power allocation

The optimization problem (3.5) is a NP-hard combination optimization problem with

non-linear constraints. It’s very difficult to find the optimal solutions within a designated

time by extensive searching over all possible paths, power and subchannel allocations.

However, the complexity of solving the optimization problem can be reduced significantly

by a constant power allocation. Since the achievable rate isa increasing function of power,

we assume the total power is uniformly allocated to subchannels aspn
S Dm
= pn

S Rk
= pn

RkDm
=

PT/N.

With constant power allocation, the BS can precalculate allRn
k,m using (3.1) and (3.2).

Then (3.5) is converted into a{0,1}-integer linear optimization with (K + 1)MN binary

variables. We divide (3.5) intoN subproblems

(P1n) maximize
M

∑

m=1

1
Tm

K
∑

k=0

(

ρn
k,mRn

k,m

)

s.t. c1,c2.

On each subchannel, the optimal path for every user can be selected as

kn
m = arg maxRn

k,m,∀m, n, (3.6)
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and then subchannels are allocated to users by

mn = arg maxRn
kn

m,m
/Tm,∀n. (3.7)

3.3.2 Void filling

Under a constant power allocation, the effective rate of a relaying path according to

(3.2) is limited by the achievable data rate of the link with the worse channel state between

the two links in the path. The subchannel assigned to a relaying path can not be fully

occupied because of the unbalanced data rates on the two links. A void filling algorithm is

proposed to improve users throughput by assigning the free resources to users’ direct links.

The void filling algorithm is reasonable because the BS and all users do not need to change

their modes during the whole downlink frame. An example is shown in Figure 3.1.

In Figure 3.1, suppose the achievable data rates of userm’s direct link, first-hop link

and second-hop link on a subchanneln are 1 bps, 8 bps and 4 bps respectively. In the case

of direct transmission shown in Figure 3.1(a), the achievable data rate onn of this user is

1 bps. With decode-and-forward relaying, the maximum achievable data rate of this user

on n is 8/3 bps whenu, the normalized length of the first subframe, is equal to the optimal

value of 1/3 (in Figure 3.1(b)). Ifu = 1/2 (in Figure 3.1(c)),m’s achievable data rate onn

is 2 bps. In this case, 25% of the DL data subchannel is unoccupied. With the void filling

algorithm (in Figure 3.1(d)), the remaining resources are allocated tok’s directly link hence

k’s end-to-end achievable data rate onn is increased to 9/4.

The maximum achievable data rate of a relaying path can only be achieved whenu

equals the optimal value. Since in OFDMA systems, it is impossible that every relaying

path has the same optimalu on every subchannel, the void filling algorithms can be used to
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BS -> RS

BS -> MS

(a)

RS -> MS

free RS -> MS

BS -> MS RS -> MS

(b)

(c)

(d)

BS -> RS

BS -> RS

Ts

(2/3)Ts

(1/4)Ts (1/4)Ts (1/2)Ts

(1/4)Ts (1/4)Ts (1/2)Ts

RS

4 bps/Hz

1 bps/Hz

8 bps/Hz

BS

MS

(1/3)Ts

Figure 3.1: An example of (a) direct transmission and decode-and-forward relaying when
(b) u = 1/3, (c)u = 1/2, (d)u = 1/2 with void filling

make the full use of subchannels.

With void filling, the achievable rate of user’s relaying link is changed to

Rn
k,m =



































uRn
S Rk
+ Rn

S Dm

{

(

1− u
)

− uRn
S Rk
/Rn

RkDm

}

, if Rn
RkDm
/Rn

S Rk
≥ u/(1− u)

(

1− u
)

Rn
RkDm
+ Rn

S Dm

{

u−
(

1− u
)

Rn
RkDm
/Rn

S Rk

}

, otherwise

, (3.8)

whereu is the length of the first subframe normalized by the frame length. In this paper,

we assumeu = 1/2. The void filling algorithm dose not change the complexity of the joint

path selection and subchannel scheduling algorithm.

The computational complexity of the low complexity algorithm in the worst case, where

the traffic for all users is always backlogged in each scheduling round, is O(2M(K + 1)N).

Suppose we have 8 RS in a cell and the system bandwidth is 5MHz,the profiles of WiMAX

define 15 and 17 subchannels respectively for the downlink and the uplink with PUSC

operation Namely K=8 and N= 15. Moreover, we assume the cell radius is 3000m and

the density of mobile user is 2 users/km2 for suburban area, there are around 57 users in a

cell. In urban area, the density of user is much higher than that in suburban area; however,
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the cell size may shrink to make sure that the total number of users in a cell is not too

large, thus most users’ requirements can be met. With M=57, K =8 and N= 15, we have

2M(K + 1)N = 15390.

3.3.3 Summary of the proposed algorithm

AssumeM0(t) denote the set of users who have not been scheduled byt, thus we have

Tm(t) = 0 for anym ∈ M0(t). The optimal resource allocation with proportional fairness

and void filling (VF w PF) is summarized as follows.

Initialize Tm(1) = 0 andpn
S Dm
= pn

S Rk
= pn

RkDm
= PT/N,∀m, k, n.

For each OFDMA frame t

Initialize ρn
k,m = 0,∀m, k, n andM0(t) = {m|Tm(t) = 0}.

If M0(t) , ∅

1. CalculateRn
k,m(t) for m ∈ M0(t) and∀k, n using (3.8).

2. SetRn
k,m(t) = 0 for m< M0(t) and∀k, n.

else

1. CalculateRn
k,m(t), ∀m, k, n using (3.8).

end

Select paths for all users on every subchannel using (3.6).

Assign subchannels to users according to (3.7) withTm = 1 for m < M0(t).

Setρn
kn

m,mn = 1,∀n.

Update every user’s average throughput according to (3.4).
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3.4 Joint Optimization Algorithm

In this section, we aim to solve the original problem P1 in (3.5) efficiently. Our solution

includes not only the optimal path selection and subchannelscheduling but also the optimal

power allocation.

3.4.1 Dual decomposition

We first introduce (K+1)MN new variables{pn
k,m,∀k,m, n}, each of which indicates the

average power allocated to subcahnneln. We have

pn
k,m =



































pn
S Dm
, if k = 0

(pn
S Rk
+ pn

RkDm
)/2, otherwise

. (3.9)

On the other hand, from the expression of the achievable ratefor a relaying path in

(3.2), it is straightforward thatRn
k,m (herek , 0) is maximized if and only ifRn

S Rk
= Rn

RkDm
.

Thus the optimal power allocated to the first-hop link of a relaying path and that allocated

to its second-hop link should satisfy

pn
S Rk

pn
RkDm

=
γn

RkDm

γn
S Rk

. (3.10)

With (3.9) and (3.10), we get the achievable rate of thekth path for userm on thenth

subchannel as

Rn
k,m = C1k log2

(

1+C2n
k,mpn

k,m

)

, (3.11)

whereC1k =



































1, if k = 0

1/2, otherwise

andC2n
k,m =



































γn
S Dm
, if k = 0

2γn
S Rk
γn

RkDm

γn
S Rk
+γn

RkDm
, otherwise

.
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So the optimization problem (3.5) becomes

(P2) maximize
N

∑

n=1

M
∑

m=1

K
∑

k=1

ρn
k,m

C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

s.t c1′ : ρn
k,m ∈ {0, 1},∀k,m, n,

c2′ :
M

∑

m=1

K
∑

k=0

ρn
k,m ≤ 1,∀n,

c3′ : 0 ≤ pn
k,m ≤ PT ,∀k,m, n,

c4′ :
N

∑

n=1

M
∑

m=1

K
∑

k=0

ρn
k,mpn

k,m ≤ PT , k,m, n. (3.12)

Due to the first constraint c1′, the optimization problem P2 in (3.12) is a mixed integer

programming problem, and thus the strong duality may not hold. To make the optimization

problem P2 tractable, we relax the integer constraint to a continuous one. Then the duality

gap of P2 is approximately zero when there is a large number ofsubchannels [56]. The

continuous relaxation permits time sharing of each subchannel. P2 can be rewritten as

(P3) maximize
N

∑

n=1

M
∑

m=1

K
∑

k=1

ρn
k,m

C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

s.t c1′′ : 0 ≤ ρn
k,m ≤ 1,∀k,m, n,

c2′, c3′, c4′. (3.13)

Instead of solving P3 directly, we can solve its dual problemsince the strong duality holds

for P3.

Since c4′ is the only constraint that coupled, the dual decompositionmethod [57] can

be used to decouple that constraint. We form the Lagrangian of P3 with respect to the
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coupled constraint c4′ as

L(ρ,P, λ)

=

N
∑

n=1

M
∑

m=1

K
∑

k=0

ρn
k,m

C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

+ λ

(

PT −

N
∑

n=1

M
∑

m=1

K
∑

k=0

ρn
k,mpn

k,m

)

=

N
∑

n=1

M
∑

m=1

K
∑

k=0

ρn
k,m

{C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

− λpn
k,m

}

+ λPT (3.14)

whereλ is a Lagrangian multiplier andλ ≥ 0. Let the dual objective function be

g(λ) =



































maximizeL(ρ,P, λ)

s.t.c1′′, c2′, c3′
.

Then the dual problem of P3 is given as

minimize g(λ)

s.t. λ ≥ 0.

Sinceg(λ) is easy to compute, the dual problem can be solved much more efficiently than

the original problem.

We further decompose the dual objective function intoN per-tone optimization sub-

problems:

(P3n) maximize
M

∑

m=1

K
∑

k=1

ρn
k,m

{C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

− λpn
k,m

}

s.t c1′′, c2′, c3′.

The aboveN subproblems interact through the Lagrange multiplierλ.
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Proposition 1: For a givenλ, if the optimal solutions of theN per-tone subproblems

{P3n|∀n} satisfy the constraint that
∑N

n=1

∑M
m=1

∑K
k=0 ρ

n
k,m
∗pn

k,m
∗ = PT , {(ρn

k,m
∗, pn

k,m
∗),∀k,m, n}

is the optimal solution for the optimization problem P2.

Proof: With a givenλ, the objective function of every P3.n is an affine function of

{

ρn
k,m|∀k,m

}

with the coefficients
{

C1k log2

(

1+C2n
k,mpn

k,m
∗)/Tm−λpn

k,m
∗|∀k,m

}

, where
{

pn
k,m
∗|∀k,m

}

are the optimal power allocations for P3n. To maximize this objective function, the optimal

ρn
k,m
∗ should be set as

ρn
k,m
∗
=



























1, if (m, k) = arg max
{

C1k

Tm
log2

(

1+C2n
k,mpn

k,m
∗

)

− λpn
k,m
∗

}

0, otherwise
. (3.15)

If
{

pn
k,m
∗|∀k,m

}

and
{

ρn
k,m
∗|∀k,m

}

for all nsatisfy the constraint
∑N

n=1

∑M
m=1

∑K
k=0 ρ

n
k,m
∗pn

k,m
∗ =

PT , they are also the optimal solutions to P3. On the other hand,from (3.15), allρn
k,m
∗ for P3

are either 0 or 1, which also satisfy the first integer constraint c1′ in P2. Since P2 and P3 are

different only in the first constraint,{(ρn
k,m
∗, pn

k,m
∗),∀k,m, n} is also the optimal solution for

P2. �

3.4.2 A modified iterative water-filling

Each of theN subproblems{P3n,∀n} can be further divided into (K + 1)M power allo-

cation problems

(P3n
k,m) maximize

C1k

Tm
log2

(

1+C2n
k,mpn

k,m

)

− λpn
k,m s.t c3′.

which could be solved as

pn
k,m
∗
=

[

C1k

λTm ln 2
−

1
C2n

k,m

]PT

0

,∀k,m, n. (3.16)
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For a givenλ, all constraints in the dual objectiveg(λ) are de-coupled, thus an iterative

water-filling like algorithm [57] can be used to solve the problem efficiently. The basic

idea of the iterative algorithm is: in each step, we use the water-filling algorithm in (3.16)

with a fixed water levelλ to calculate the optimal power allocation for all users’ paths on

every subchannel
{

pn
k,m
∗|∀k,m

}

, and then select the optimal paths and assign subchannels

to users jointly according to (3.15). If
∣

∣

∣

∑N
n=1

∑M
m=1

∑K
k=0 ρ

n
k,m
∗pn

k,m
∗ − PT

∣

∣

∣ < e, wheree is a

significantly small value closed to 0, according to the Proposition 1, they are approximately

the optimal solutions to P2. Otherwise, we change the water levelλ. Since the adjustment

occurs in a one-dimensional space, the bisection search method could be used to find the

optimal water level efficiently. The subgradient condition (3.15) ofg(λ) suggests that if

∑N
n=1

∑M
m=1

∑K
k=0 ρ

n
k,m
∗pn

k,m
∗ < PT , we should decreaseλ, vice versa.

From (3.16), for givenk,m, n, the maximalλ is got whenpn
k,m = 0 whereas the minimal

λ is got whenpn
k,m = PT , thus we set the minimal and the maximalλ are given by

λmin =

[

min
{ C1k

Tm ln 2(PT + 1/C2n
k,m)
,∀n,m, k

}

]+

, (3.17)

λmax=

[

max
{C1kC2n

k,m

Tm ln 2
,∀n,m, k

}

]+

. (3.18)

3.4.3 Summary of the proposed algorithm

The joint optimal resource allocation with proportional fairness (PA w PF) is summa-

rized as follows.

Initialize Tm(1) = 0,∀m.

For each OFDMA frame t
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Initialize M0(t) = {m|Tm(t) = 0}; ρn
k,m(t) = 0, pn

k,m(t) = 0,∀m, k, n.

While
∣

∣

∣PT −
∑N

n=1

∑M
m=1

∑K
k=0 ρ

n
k,m(t)pn

k,m(t)
∣

∣

∣ > 10e− 2

Let λ = (λmin + λmax)/2.

If M0(t) , ∅

1. Setλmin andλmax as follows

λmin =

[

min
{ C1k

ln 2(PT + 1/C2n
k,m)
,∀n,m, k

}

]+

,

λmax=

[

max
{C1kC2n

k,m

ln 2
,∀n,m, k

}

]+

.

2. Allocate power tom∈ M0(t) according to

pn
k,m
∗
=

[

C1k

λ ln 2
−

1
C2n

k,m

]PT

0

,∀m ∈ M0, k, n.

3. Select paths and assign subchannels tom ∈ M0(t) according to

ρn
k,m
∗
=



























1, if (m, k) = arg max
{

C1k log2

(

1+C2n
k,mpn

k,m
∗

)

− λpn
k,m
∗

}

0, otherwise
.

else

1. Setλmin andλmax according to (3.17) and (3.18) respectively.

2. Allocate power to all users according to (3.16).

3. Select paths and assign subchannels to all users using (3.15).

end

If
∑N

n=1

∑M
m=1

∑K
k=0 ρ

n
k,m(t)pn

k,m(t) > PT
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λmin = λ.

else

λmax= λ.

end

end

Update every user’s average throughput according to (3.4).

3.5 Performance Evaluation

3.5.1 Simulation setups

We consider a single cell with a BS located in the center and uniformly surrounded by

certain number of RSs. There are totally 64 subchannels, each of which is modeled as a

flat fading channel with path loss, log-normal shadowing andRayleigh fading according

to [20]. The channel model for BS-RSs links is chosen to be Type D (suburban, ART to

ART model), and those for the BS-SS and RS-SS links are Type B (suburban, ART to

BRT model for intermediate path-loss condition). Other simulation parameters are shown

in Table 5.1.

Table 3.1: Simulation Parameters for Optimal Resource Allocation with PF

Parameters Values Parameters Values
Cell radius 3000 m System bandwidth 1.25 MHz
BS-RS Distance 2000 m Noise density −174 dBm/Hz
Central frequency 3.5 GHz Height of BS antenna 32 m
Frame length 5 ms Height of RS antenna 10 m
tc 100 Height of SS antenna 1.5m
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Numerical results are average over 2000 scenarios. In each scenario, users are located

randomly with a fixed distance from the BS, and 104 successive channel realizations are

implemented. We assume there are 8 users in the cell. In each scenario, theith user is

located randomly withi(3000/8)m from the BS,i ∈ 1, 2, ..., 8.

The channel models used are typical to evaluate performanceof algorithms in suburban

area covered by OFDMA relay-enhanced networks. Besides of this, parameters for urban

area can also be considered, but they keep the relative performance tendency of our algo-

rithms. Regarding the heights of antennas, they are not so important for our algorithms.

The reason why we set the BS-RS distance to be 3000m is that we want to make sure that

the outage probability for cell edge users is pretty high (> 97% the detailed calculation is

given in page 76). In this case, using relays has potential benefits; nevertheless, resource

allocation algorithms are crucial to gain the potential benefits of multihop relaying.

On the other hand, most research papers on resource allocation in OFDMA relay-

enhanced cellular network assume the proportion of the BS-RS distance to the cell radius is

2/3, we make the same assumption. From our simulation results in Figure 5.3, this assump-

tion maximizes the system capacity. Other parameters, suchas the total power constraint

and the number of RS, we treat them as input variables, and adjust them during simulations.

From our results, we can see various power constraints and numbers of RS achieve differ-

ent absolute values of throughput and fairness index, but they do not change the relative

performance tendency of our algorithms.
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3.5.2 Simulation results

’NearRS & ST-FDMA’ denotes the benchmark algorithm. ’NearRS’ represents that

if the distance from the BS to a user is larger than the BS-RS distance, the user selects a

relaying path via the nearest RS; otherwise, the user chooseto receive data directly from the

BS. ’ST-FDMA’ refers to a static FDMA, in which the total power is uniformly allocated

to subchannels, and subchannels are allocated to users in a predetermined order. ’VF w/o

fairness’ and ’PA w/o fairness’ perform similarly as ’VF w PF’ and ’PA w PF’, respectively.

The only difference is thatTm is fixed to 1 for every user all the time in ’VF w/o fairness’

and ’PA w/o fairness’, thus ’VF w/o fairness’ and ’PA w/o fairness’ achieve the system

throughput maximization.

First, we plot system throughput and fairness indexes of thefive resource allocation

schemes by deploying 8 RSs in the cell and changing the total power constraint. The

fairness index is Jain’s fairness index, which is defined as

f airnessindex=
(

∑

R̄m
)2
/
(

M
∑

R̄2
m

)

(3.19)

whereR̄m denotes the throughput of themth user. The fairness index ranges from 0 to 1. A

system with a bigger fairness index is considered to be fairer.

In Figure 3.2 and Figure 3.3, both system throughputs and fairness indexes increase

with the total power constraint. The resource allocation schemes without fairness consid-

eration achieve the highest system throughput but the lowest fairness index, since they aim

to maximize system throughput by assigning more resources to users with good channel

states, however, users in poor channel conditions may become starved.

In ’VF w PF’ and ’PA w PF’, the proportional fairness is considered. Therefore, com-

pared to the benchmark algorithm, ’VF w PF’ and ’PA w PF’ couldachieve a tradeoff
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Figure 3.2: System throughput under various total power constraints.

between system throughout maximization and users’ fairness. The system throughput gaps

between ’VF w PF’ and ’PA w PF’ are very small even the computational complexity of

’PA w PF’ is much higher than that of ’VF w PF’. However, ’PA w PF’ improves users’

fairness especially in the low power regime. Thus the optimal power allocation can not

gain much in system throughput but can improve fairness significantly.

We further compare the average throughput for cell-edge users. Here the cell-edge users

are users located far from the BS. Due to the path loss, they have worse channel states in

average than the users near the BS. We classify the 6th, the 7th and the 8th users as the cell-

edge users. Figure 3.4 shows the average throughput of the three cell-edge users when the

number of RSs located in the cell increases from 2 to 15. The total power constraint is set

to 46dBm. From Figure 3.4, increasing the number of RSs can not improve the throughput
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Figure 3.3: Fairness index under various total power constraints.

for cell-edge users if the fairness among user have not been considered. With proportion

fairness, the average throughput of cell-edge users is significantly increased. ’PA w PF’

achieves higher throughput for cell-edge users than ’VF w PF’, thus the optimal power

allocation can improve the throughput for cell-edge users.

3.6 Summary

The deployment of relay stations in OFDMA cellular networksis a promising solution

to provide ubiquitous high-data-rate coverage. However, it makes the resource allocation

a more crucial and challenging task. In this chapter we formulate the optimal instanta-

neous resource allocation problem including path selection, power allocation and subchan-

nel scheduling to achieve the proportional fairness in the long-term. We first propose a
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Figure 3.4: Average throughput for cell-edge users when different number of RSs are lo-
cated in the cell.

low-complex resource allocation algorithm named ’VF w PF’ under the constant uniform

power allocation, and then use a void filling method to make full use of the wasted re-

sources caused by unbalanced data rates of the two hops in a relaying path. We further

use a dual decomposition approach to solve the original optimization problem efficiently

in its Lagrangian dual domain, and propose a modified iterative water-filling algorithm

named ’PA w PF’. Simulation results show that our resource allocation algorithms im-

prove the throughput for cell-edge users, and achieve a tradeoff between system through-

put maximization and fairness among users. Moreover, compared with the constant power

allocation, the optimal power allocation can not gain much in system throughput but can

significantly improve the throughput for cell-edge users and also the fairness.



Chapter 4

A Novel Centralized Resource Allocation

Scheme

In this chapter, we suppose the basic unit for scheduling is aslot and

users’ traffic is not infinitely backlogged. A heuristic resource allocation

scheme named Centralized Scheduling with Void Filling (CS-VF) is pro-

posed. Based on CS-VF, four representative single-hop packet scheduling

algorithms: round-robin, max C/I, max-min fairness, and proportional fair-

ness, are extended to multihop OFDMA relay-enhanced networks.

4.1 Introduction

Under the resource allocation architecture proposed in Section 2.3.2, we proposed a

novel centralized scheduling scheme called CS-VF for OFDMArelay-enhanced cellular

networks. In CS-VF, the remaining slots in the the second subframe are filled with packets

44
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destined to users who receive DL data directly from the BS. Moreover, based on our CS-

VF scheduling scheme, four representative single-hop scheduling algorithms: round-robin,

max C/I, max-min fairness, and proportional fairness, are extended to multihop scenarios.

Simulation results indicate that when compared with the existing centralized scheduling

scheme, the proposed CS-VF scheme is more adaptable to different traffic distributions

caused by dynamic network topology and user mobility. And itenhances not only the

system throughput but also the fairness among users.

The remainder of this chapter is organized as follows. A problem in existing centralized

scheduling schemes is raised in Section 4.2. Section 4.3 proposed the centralized schedul-

ing scheme CS-VF. Based on CS-VF scheme, four single-hop scheduling algorithms are

extended to two-hop scenarios. Section 4.4 presents the simulation method and results.

Finally, we conclude this chapter in Section 4.5.

4.2 System Model

To address the downlink scheduling problem in OFDMA relay-enhanced cellular net-

works, we focus on the DL data subframe shown in Figure 2.4, which containsS slots in

the time domain andN subchannels in the frequency domain. The basic unit of resource

allocation is defined as aslot denoted by (n, s), which is a time-frequency unit compris-

ing a time-slot (i.e. a number of subsequent OFDM symbols) inthe time domain and a

subchannel (i.e. a number of subcarriers) in the frequency domain. Transmission power is

uniformly distributed among subchannels since when AMC is used, power allocation does

not contribute much to system throughput improvement [40][17].

In [27] and [26], the time division between BS and RS transmissions is considered, i.e.
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the DL data subframe is further divided into two subframes. In existing centralized resource

allocation schemes, two steps are needed to do the scheduling: transmissions from the BS

are scheduled in the subframe 1 within the firstS0 time slots, and transmissions from RSs

are scheduled in the subframe 2 within the remainingS1 time slots.

Since the amount of data to be transmitted by the BS and each RSdepends on the

network topology and traffic pattern of users, as well as on the scheduling algorithms used

in each hop, the existing two-step centralized scheduling scheme with fixedS0 and S1

values can not be well adapted to different scenarios. In [26], an adaptive partitioning

between the first and the second subframes is proposed, in which the maximum throughput

is achieved by dynamically adjustingS0 andS1. However, although this method improves

system throughput, it severely increases computational complexity. In the next section, we

propose a simple adaptive method to provide an easy way to handle this problem.

4.3 Proposed Centralized Scheduling Scheme

4.3.1 Centralized scheduling with void filling

When a MS is associated with the BS or a RS after entering the network, the BS and

RS will temporarily build a FIFO virtual queue in their buffers to store the DL packets

destined to that MS. The BS has full knowledge of the channel information and the queuing

information of each RS, and it does centralized scheduling frame by frame.

From the centralized multihop MAC frame structure in Figure2.3, we notice that since

all single-hop users are in the receiving mode during the DL subframe, they can filter

out their data transmitted not only in the subframe 1 but alsoin the subframe 2 by using
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Figure 4.1: An example of CS-VF scheme with E-RR: (a) An OFDMArelay-enhanced
cellular network and the link sets, (b) A example scheduluing results for the system shown
in (a).

the resource allocation message broadcasted by the BS. Hence, a frame is scheduled in

three steps in our centralized scheduling method (see the example in Figure 4.1), thus

the subframe 1 is called the RS-receiving subframe and the subframe 2 is called the RS-

transmitting subframe.

1) In order to reduce the amount of data stored in RSs, the BS firstly schedules the

packets stored in RSs destined to two-hop MSs in the subframe2 until it is fully occupied

or all virtual queues in RSs are empty.

2) If the subframe 2 is not full, packets stored in the BS destined to single-hop MSs are
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scheduled on the remaining slots of subframe 2 until it is fully occupied or all packets for

single-hop MSs stored in the buffer of the BS are scheduled.

3) Finally, packets stored in the BS destined to both single-hop MSs as well as two-hop

MSs are scheduled in the subframe 1 until it is fully occupiedor there is no packet stored

in the BS.

By filling the void slots in the subframe 2 with packets destined to single-hop MSs in

the second step, our centralized scheduling with void filling (CS-VF) scheme can improve

system throughput under various traffic distributions on different hops even with fixed par-

titioning between the two subframes.

4.3.2 Four scheduling algorithms

In each step of CS-VF scheme, packet scheduling algorithms are needed to assign data

to void slots in subframes. In this subsection, four representative single-hop scheduling

algorithms: round-robin, max C/I, max-min fairness, and proportional fairness are extended

to two-hop scenarios.

When the BS schedules a frame, it only considers the links with data to transmit, which

we call the non-empty links. In our centralized scheduling,all non-emptylinks are divided

into three sets: direct-hop, first-hop, and second-hop. Thedirect-hop link set includes all

non-empty BS-MS links. The first-hop link set consists of allvirtual non-empty first-hop

links corresponding to two-hop MSs, whereas the second-hoplink set includes all non-

empty RS-MS links.

All links in the second-hop link set can only be scheduled in the first step, and all links

in the direct-hop link set can be scheduled in the second step. In the last step, all links in the
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first-hop link set combined with the un-scheduled direct-hop links are taken into account.

The following four algorithms are used to pick up the scheduled links in each step.

1) Extended Round-Robin scheduling (E-RR)

In E-RR, all links in the link set are scheduled by turns. Figure 4.1(b) presents an exam-

ple scheduling result of the E-RR scheduling algorithm based on our centralized scheduling

scheme for an OFDMA two-hop relay-enhanced cellular systemwith two RSs and seven

users illustrated in Figure 4.1(a). Resource blocks with different fillings are assigned to

different links, and the corresponding destination for a virtual first-hop link is marked in

the parentheses.

2) Extended Max C/I scheduling (E-MaxC/I)

With AMC, the achievable data rate, which reflects the channel condition, can be used

instead of C/I. So on each subchannel, the E-MaxC/I picks up the linklm∗ corresponding to

the user with the maximum achievable data rate. The calculation of rm(n, t), which denotes

the achievable data rate of userm on subchanneln at framet, is defined in Section 4.3.3.

lm∗ = arg max
m

(rm(n, t)) (4.1)

3) Extended Max-Min fair scheduling (E-MaxMin)

In the E-MaxMin scheduling, a link corresponding to the userwith minimal average

throughput is scheduled on every subchannel. In Eq. (4.2),Rm(t) denotes the average

throughput of userm beforet, and it is updated before the scheduling of each frame. The
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updating mechanism is also given in Section 4.3.3.

lm∗ = arg max
m

(1/Rm(t)) (4.2)

4) Extended Proportional Fair scheduling (E-PF)

As in the traditional PF scheduling algorithm for a single-hop communication system,

E-PF picks up the scheduled link according to Eq. (4.3). The only difference is the defini-

tion of rm(n, t). In two-hop scenarios, the calculation ofrm(n, t) takes both the first-hop and

the second-hop data rates into account.

lm∗ = arg max
m

(rm(n, t)/Rm(t)) (4.3)

4.3.3 Calculation of Parameters

1) Achievable Data Rate

We assume there areM randomly distributed users in our OFDMA relay-enhanced

cellular networks with a total bandwidth ofB, which is divided intoN subchannels with

an additive white Gaussian noise (AWGN) spectral density ofN0. Every frame with a time

length ofTS is divided intoS time slots. We useS Dm, S Rk andRkDm to represent the direct

link from the BS to userm, the first-hop link from the BS to RSk, and the second-hop link

from RSk to userm, respectively.

If continuous AMC [38] is used, the data rate of linkl on subchanneln at framet

can be calculated as Eq. (4.4), in whichh(l, n, t) is the channel gain of linkl on sub-

channeln at framet, p(n, t) is the transmission power on subchanneln at framet, and

Γ ≈ − ln(5BER)/1.5 is a constant signal-to-noise Ratio (SNR) gap related to the target
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bit-error-rate (BER).

r(l, n, t) = B/N × log2

(

1+
p(n, t) |h(l, n, t)|2

ΓN0B/N

)

(4.4)

The achievable data rate for a single-hop userm on subchanneln at framet is

rm(n, t) = r(lS Dm, n, t)

For a two-hop userm that receives data from the BS via the RSk, the achievable data

rate on subchanneln at framet is defined as the minimal value of the data rates of its first-

hop link and of its second-hop link on subchanneln at framet, which can be calculated

as

rm(n, t) = min(r(lS Rk, n, t), r(lRkDm, n, t))

2) Average Throughput

Let dt(l, n, s) denote the slot allocation indicator in framet such thatdt(l, n, s) = 1 if

and only if subchanneln at time slots in frame t is assigned to linkl. In our centralized

scheduling scheme, the throughput in framet for a single-hop MS and a two-hop MS that

receives data from the BS via RSk are respectively calculated as following,

Rm(t) =
N

∑

n=1

rm(n, t)















S0+S1
∑

s=1

dt(lS Dm, n, s)/S















Rm(t) =
N

∑

n=1

rm(n, t)















S
∑

s=S0+1

dt(lRkDm, n, s)/S















An exponential moving average in Eq. (4.5) is used to update users’ average throughput

at the beginning of each frame. Since updating average throughput to users with no data to
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send may not get the overall maximized system utility [24], in our scheduling, the average

throughput is not updated for an MS who does not have data queuing in the BS.

Rm(t) = (1−
1
tc

)Rm(t − 1)+
Rm(t − 1)

tc
(4.5)

4.4 Problem Formulation

4.4.1 Simulation setup

We developed simulation models using OPNET Modeler 11.5. The scenario involved

a cell with a radius of 500 m, a BS located at the centre, and sixRSs placed uniformly

around the BS at 2/3 of the cell radius. Thirty MSs were randomly distributed inthe

cell. The channel models including path loss and shadowing were taken from [12], where

the propagation model in Manhattan-link scenario is used. In our system, 128 subcarriers

formed 4 subchannels, and each subchannel composed of 32 subcarriers that were ran-

domly permutated. Transmission power was uniformly distributed among the subchannels.

The MSs that were located in the inner cell region with the BS at the centre and a boundary

of 2/3 of the cell radius communicated directly with the BS; otherwise, they were con-

nected to the RS with the best average SNR. Packets arrived atthe BS in a Poisson process

with exponentially distributed packet length. All users have the same traffic pattern. Other

simulation parameters are shown in Table 4.1.

4.4.2 Simulation results

We compare the proposed CS-VF scheme with the existing two-step centralized schedul-

ing scheme (denoted as CS-w/o-VF). Four extended scheduling algorithms are used in both
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Table 4.1: Simulation Parameters for a Centralized Resource Allocation Scheme

Parameter Notation Value Unit
Central frequency f 2.5 GHz
System bandwidth B 5 MHz
Frame length TS 5 ms
Maximum transmission power PT 46 dBm
Noise spectral density N0 −174 dBm
Target bit-error-rate BER 10−4 -
Filter window length tc 100 -

schemes to provide fair comparisons. As system fairness metric, the throughput fairness

index is defined based on Jain’s fairness index according to (3.19), thus the system with a

bigger index means it is fairer.

Figure 4.2 and Figure 4.3 show the system throughput and the throughput fairness index

of different scheduling schemes versusS1/S from 0.1 to 0.9 under a system load of 5

Mbps. No matter combining with which scheduling algorithms, CS-VF outperforms CS-

w/o-VF in both system throughput as well as throughput fairness among users. In CS-

VF, since the void slots in RS-subframe are filled with data tosingle-hop users, system

throughput and users’ throughput fairness index increase when the length of RS-subframe

S1 increases; while in CS-w/o-VF, since the void slots in RS-subframe are wasted, system

throughput increases whenS1/S is small, and achieves the maximal value in a certain

medianS1/S values, then decreases whenS1/S becomes bigger. For instance, with CS-

w/o-VF scheme, the highest system throughput for E-RR, E-MaxMin, E-MaxC/I and E-PF

scheduling algorithms is achieved whenS1/S equals to 0.3, 0.3, 0.5 and 0.5, respectively.

With both CS-w/o-VF and CS-VF, the highest system throughput among different schedul-

ing algorithms is achieved by E-MaxC/I scheduling algorithm, followed by E-PF, E-RR,
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Figure 4.2: System throughput of different scheduling schemes under variousS1/S values

and E-MaxMin algorithms. Reversely, the highest users’ fairness index is gained by E-

MaxMin, followed by E-RR, E-PF, and E-MaxCI algorithms.

The E-MaxMin algorithm takes fairness among users into account, whereby users with

lower average throughput are given higher scheduling priority. Thus, it has the highest

throughput fairness index, but the lowest system throughput.

The E-RR algorithm aims to give fair transmission opportunities to users regardless of

their channel conditions. However, in a wireless communication system, users in different

locations experience different fading. Consequently, the throughput fairness indexin E-RR

is lower than in E-MaxMin, but the system throughput is a little bigger.

The E-MaxC/I algorithm achieves the highest system throughput by assigning schedul-

ing priority to users with good channel conditions, but users with bad channel conditions



Chapter 4: A Novel Centralized Resource Allocation Scheme 55

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

S
1

/S

T
hr

ou
gh

pu
t f

ai
rn

es
s 

in
de

x

 

 

CS−w/o−VF&E−RR
CS−w/o−VF&E−MaxC/I
CS−w/o−VF&E−MaxMin
CS−w/o−VF&E−PF
CS−VF&E−RR
CS−VF&E−MaxC/I
CS−VF&E−MaxMin
CS−VF&E−PF

Figure 4.3: Throughput fairness index of different scheduling schemes under variousS1/S
values

suffer from a starvation problem. Hence, it has the lowest throughput fairness index.

The E-PF algorithm is supposed to achieve a tradeoff between throughput maximization

and fairness.

Next we plot the end-to-end delay for single-hop users and for two-hop users under

different scheduling schemes with E-RR scheduling algorithm inFigure 4.4.

WhenS1/S = 3/10: the average end-to-end delay curve for single-hop usersin CV-

w/o-VF coincides with that in CV-VF, which is around 3ms; and the average end-to-end

delay curve for two-hop users in CV-w/o-VF also coincides with that in CV-VF, which is

around 8 ms. In frame-based MAC, since the BS performs scheduling before sending each

frame, with a non-heavy system load, the average schedulingdelay for single-hop users is

around half of the frame length. For two-hop users, since their DL data are first transmitted
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Figure 4.4: End-to-end delay for single-hop users and for two-hop users of different
scheduling schemes with E-RR under variousS1/S values

to a RS in a frame, then forwarded from the RS in the following frame, an additional delay

that equals the frame length is introduced. Therefore, the average scheduling delay for two-

hop users approximately equals one and a half of the frame length. Hence, the simulation

results in Figure 4.4 are reasonable.

WhenS1/S = 9/10, since only 1/10 of the frame length is left for BS transmissions in

the CS-w/o-VF scheme, the average end-to-end delay for single-hop users in the CS-w/o-

VF scheme keeps increasing. In contrast, for two-hop users in the CS-w/o-VF scheme,

since their first-hop links have better conditions, their average end-to-end delay does not

increase that much. In our CS-VF scheduling scheme, the average end-to-end delay curves

for single-hop users under differentS1/S values are almost the same, and so do the aver-
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Figure 4.5: System throughput of different scheduling algorithms under various system
loads

age end-to-end delay curves for two-hop users under differentS1/S values. Thus, CS-VF

scheme is more adaptive to variableS1 values in an arbitrary network topology. Further-

more, we can infer that with fixed subframe partitioning, CS-VF scheme is more adaptive

to variable network scenarios.

Figure 4.5 and Figure 4.6 show the system throughput and throughput fairness index

of different scheduling schemes under various system loads whenS1/S equals 0.5. When

the system has a light load, the throughput plots of four extended scheduling algorithms

almost coincide. However, they begin to separate when the system load exceeds about 2

Mbps. When the system load is more than 5 Mbps, the system throughput plots of E-RR

and E-MaxMin start to saturate. And the throughput plots of E-MaxC/I and E-PF increase

when system load increases. However, no matter which scheduling algorithm, the CS-VF
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Figure 4.6: Throughput fairness index of different scheduling algorithms under various
system loads

scheme can enhance not only system throughput but also users’ fairness. On the other

hand, the computational complexity of CS-VF with E-RR is O(1), and those of CS-VF

with other three scheduling algorithms are O(MN). Using E-PF scheduling increases the

computational complexity from O(1) to O(MN) but gains almost 150% improvements on

system throughput from the results shown in Figure 4.5.

4.5 Summary

In this chapter, we addressed the downlink resource scheduling problem in OFDMA

relay-enhanced cellular networks. A centralized scheduling scheme called centralized

scheduling with void filling (CS-VF) was proposed to improvesystem performance with
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variable load distributions among different hops caused by dynamic network topology and

various traffic patterns. Based on our scheduling scheme, four representative single-hop

scheduling algorithms, i.e., round robin, max C/I, max-min fairness, and proportional fair-

ness, were extended to two-hop scenarios with practical user traffic patterns.

The simulation results show our CS-VF scheme is more adaptable and efficient to dif-

ferent scenarios than the existing two-step centralized scheduling scheme which we called

centralized scheduling without void filling (CS-w/o-VF). The four extended scheduling al-

gorithms were compared in terms of system throughput and fairness. Among four extend

scheduling algorithms, the extended max C/I benefits system throughput the most, while

the extended max-min fairness has the most significant effect on fairness, and the extended

proportional fairness scheduling seems attractive for achieving a tradeoff between through-

put maximization and fairness. The fact that each extended scheduling algorithm could

achieve its designed purpose implies that our extensions are successful.



Chapter 5

A Semi-distributed Resource Allocation

Scheme

We proposed a semi-distributed resource allocation schemeto achieve a

supoptimal solution under the assumptions that the basic unit for resource

scheduling is a slot and user’s traffic is not infinitely backlogged. The pro-

posed scheme consists of a constant power allocation, adaptive subframe

partitioning, and link-based or end-to-end packet scheduling.

5.1 Introduction

In this chapter, we first formulate the problem on downlink resource allocation into an

optimization problem based on the proposed resource allocation architecture for OFDMA

relay-enhanced cellular networks in Figure 2.5, and then proposed a semi-distributed re-

source allocation scheme that consists of a constant power allocation, adaptive subframe

60
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partitioning (ASP), and link-based or end-to-end packet scheduling.

The ASP algorithm increases system utilization and fairness by reducing the amount of

data buffered in RSs. Since if the inbound data rate is much bigger thanthe outbound data

rate in a RS, the amount of data buffered in the RS will keep increasing, thus the resource

used to transmit these data from the BS to RSs is wasted. Moreover, reducing the queue

length in RSs can decrease data loss caused by lacks of buffer or handovers since user’s

data buffered in the old RS may be lost if they can not be forwarded to thenew RS during

the handover process. Finally, we suggest two ways to extendthe conventional single-

hop scheduling algorithms to multihop scenarios. They are link-based and end-to-end ap-

proaches. Performances of adopting these two approaches onmax C/I and proportional

fairness scheduling algorithms are compared by extensive computer simulations.

The remainder of this chapter is organized as follows. Section 5.2 depicts the system

model includes a structure of DL data subframe for semi-distributed resource allocation.

Problem formulation is given to help us dividing semi-distributed resource allocation in to

three tasks. Our semi-distributed resource allocation scheme is proposed in Section 5.3.

Section 5.4 presents the simulation results. Finally, we conclude this chapter in Section

5.5.

5.2 System Model and Problem Formulation

5.2.1 System model

Consider an OFDMA relay-enhanced cellular network shown inFigure 2.1 with one

BS, K RSs andM users.k andm denote a RS and a user respectively.k ∈ K = {1, ...,K}
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and m ∈ M = {1, ...,M}. We useM0 to denote the set ofM0 users that communi-

cate directly with the BS (which we call single-hop users), andMk denotes the set of

M j users alternatively receive data via thekth RS (which we call two-hop users). Hence

M =M0
⋃

M1...
⋃

MK andM = M0 +
∑K

k=1 Mk. lD
0,m, lF

k,m, andlSk,m respectively denote the

kth user’s direct link (BS-SS), first-hop link (BS-RS), and second-hop link (RS-SS). There

are totallyL point-to-point links in a cell withL = M +
∑K

k=1 Mk. We useL to denote the

link set.

Since wireless terminals cannot transmit and receive messages using the same radio

resources, time division between BS and RS transmissions isemployed. Based on the

structure of the DL data subframe shown in Figure 2.3, we further divided the second

subframe intoK subframes, each of which will be assigned to a RS by the BS scheduler,

and the scheduler in thekth RS is responsible to allocate thekth subframe to its associated

users, thus we call thekth subframe as thekth RS-subframe. The first subframe in the DL

data subframe is called the BS-subframe since the BS scheduler is responsible to allocation

it. The BS-subframe that containsst(0) time slots is dedicated to transmissions from the

BS, and thekth RS-subframe that consists ofst(k) time slots is assigned to transmissions

from RSk to its associated users. For all framet, we havest(0)+
∑K

k=1 st(k) = S.

5.2.2 Problem Formulation

Since the resource allocation scheme for the single-hop system cannot be used directly

to the relay-enhanced networks, where resource allocationon different hops should be co-

operative to avoid data shortage or overflow in RSs. Under oursystem model, the resource

allocation problem is complicated since there are multiplechannels and multiple users.
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Figure 5.1: Downlink data subframe structure for semi-distributed resource allocation.

We consider that resources are allocated on a frame-by-frame basis according to the

channel state information (CSI) estimated from previous feedback. To avoid intra-cell

interference, each slot is only assigned to one point-to-point link during the scheduling

period. Discussion of intra-cell reuse and of CSI feedback algorithms to increase resource

utilization are beyond the scope of our work in this chapter and will be considered in the

future. Channel states are assumed to be invariant during each scheduling epoch.

With an adaptive modulation and coding (AMC) scheme, the achievable data rate of a

link l on thenth subchannel denoted byr(l, n, t) depends on the target bit-error-rateBER

and the receivedS NR, and is given in (4.4).

Supposedt(l, n, s) denote the slot allocation indicator such thatdt(l, n, s) = 1 if and only

if subchanneln at time slots is assigned to linkl in the tth frame. The throughput of a

single-hop user equals the throughput of its first-hop link,that is

Rm(t) = RD
0,m(t) =

N
∑

n=1

r(lD
0,m, n, t)

st(0)
∑

s=1

dt(l
D
0,m, n, s)/S. (5.1)

For a two-hop user, the throughput of its first-hop link and second-hop link can re-
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spectively be achieved by using (5.2) and (5.3). That’s because with decode-and-forward

relaying, user’s first-hop and second-hop links can use different modulation and coding

schemes according to their conditions. In (5.3),ut(k) + 1 denotes the index of the first

time slot in thekth RS-subframe, whileut(k + 1) is the index of the last time slot in that

RS-subframe. We haveut(0) = st(0) andut(k) =
∑k

i=0 st(i),∀k.

RF
k,m(t) =

N
∑

n=1

r(lF
k,m, n, t)

st(0)
∑

s=1

dt(l
F
k,m, n, s)/S (5.2)

RS
k,m(t) =

N
∑

n=1

r(lSk,m, n, t)
ut(k+1)
∑

s=ut(k)+1

dt(l
S
k,m, n, s)/S (5.3)

The throughput of a two-hop user equals the minimal throughput on its first-hop and

second-hop links, i.e.Rm(t) = min(RF
k,m(t),RS

k,m(t)),∀m ∈ M j, j ∈ J. Therefore, we get the

asymptotic system throughput as

R= lim
T→∞

sup
1
T

T
∑

t=1

M
∑

m=1

Rm(t). (5.4)

The frame-by-frame resource allocation in OFDMA relay-enhanced cellular networks

can be formulated into an optimization problem with different objectives. The sum-rate

maximization problem is expressed as follows
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max
st(0),st( j),p(n,t),dt(l,n,s)

K
∑

k=1

Rk(t) (5.5)

s.t. C1: k ∈ K , l ∈ L, n ∈ N , s∈ S;

C2: st(0)+
∑

k∈K

st(k) = S;

C3: dt(l, n, s) = {0, 1},
∑

l∈L

dt(l, n, s) = {0, 1};

C4: p(n, t) ≥ 0,
∑

n∈N

p(n, t) ≤ PT ;

C5: RD
0,m(t) ≤ c0,m(t)/TS,

c0,m(t) = c0,m(t − 1)+ [rDL
m (t − 1)− RD

0,m(t − 1)]TS,

∀m ∈ M0;

C6: RF
k,m(t) ≤ c0,m(t)/TS,

c0,m(t) = c0,m(t − 1)+ [rDL
k (t − 1)− RF

k,m(t − 1)]TS,

∀m ∈ M j;

C7: RS
k,m(t) ≤ ck,m(t)/TS,

ck,m(t) = ck,m(t − 1)+ [RF
k,m(t − 1)− RS

k,m(t − 1)]TS,

∀m ∈ M j.

wherek, l, n, ands denote RS, link, subchannel, and time slot indexes, respectively; PT is

the total transmission power;c0,m(t) andcj,m(t) denote userm’s queue length in the BS and

in thekth RS before scheduling thetth frame respectively;rDL
m (t − 1) is the arrival data rate

of userm’s downlink in the (t − 1)th subframe. C1 restricts the range of the four indexes;

C2 is the frame length constraint, which implies the resource allocation is performed on a

frame-by-frame basis; C3 guarantees that each slot in a frame can be assigned to only one
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user; C4 denotes the total power constraint; C5 and C6 indicts that the throughput of users’

direct or first-hop link is limited by users’ queue length in the BS; and C7 shows that the

throughput of users’ second-hop link is limited by users’ queue length in the corresponding

RS. Note that by changing the objective function, different objectives can be achieved.

It is difficult to find an optimal solution for the problem (5.5) within adesigned time,

since it is a NP-hard combination optimization problem withnon-linear constraints [27],

[18] and [4]. However, the formulation clarifies the constrains we should meet, and reminds

us we could find an efficient solution by dividing the problem into several sub-problems.

In (5.5), the system performance depends on everyst( j), p(n, t), anddt(l, n, s), each of

which reflects a sub-problem:p(n, t) reflects the power allocation;st( j) (including st(0))

reflects the subframe partitioning;dt(l, n, s) reflects the packet scheduling. Moreover, the

constraints C5, C6 and C7 imply that there’s no benefit to allocate resources to links with-

out any data to transmit. Therefore, instead of solving the problem in (5.5), we propose

a feasible semi-distributed resource allocation scheme including three subtasks, each of

which aims to provide a heuristic solution for the corresponding sub-problem.

5.3 Proposed Resource Allocation Scheme

5.3.1 Semi-distributed Architecture

In semi-distributed resource allocation, BS assigns each RS a RS-subframe; then each

RS allocates slots in the assigned subframe to its associated users using its own scheduler.

In this way, system overhead for information exchange between BS and RSs as well as the

computational complexity of the BS are reduced. Semi-distributed allocation is more suit-
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able for our system model, since every RS is fixed and hence canhave a high computation

capability. However, to enable cooperation between the BS-RS and RS-SS links, the re-

source allocation scheme should decide which kinds of information RSs need to feedback

to the BS.

The three subtasks including power allocation, subframe partitioning and packet schedul-

ing work in our resource allocation architecture show in Figure 2.5 as follows. First we

consider a constant power allocation in which the total transmission power of the BS or

RS is uniformly distributed among all subchannels in its corresponding subframes. Since

AMC is used to adjust the modulation and coding scheme of eachsubchannel according

to CSI, a dynamic power allocation such as the water-filling approach does not contribute

much to performance improvement [40][17].

Then the BS uses an adaptive subframe partitioning (ASP) algorithm to calculate the

length of the BS-subframe and RS-subframes. The details of our ASP algorithm are de-

scribed in the Section 5.3.2. Besides that, the BS uses the packet scheduling algorithms

to assign its buffered packets to the BS-subframe, and then broadcasts the allocation map

message at the beginning of the BS-subframe, e.g. the DL-MAPmessage in the IEEE

802.16j standard. According to the resource allocation mapmessage broadcasted by the

BS, every single-hop user can filter out its downlink data, and every RS can be notified

its corresponding subframe and the downlink data for its associated users. Then every RS

starts to schedule packets in its buffers to its RS-subframe, and informs its second-hop

users by broadcasting a map message at the beginning of its RS-subframe, e.g. the R-MAP

message in the IEEE 802.16j standard. Therefore, each second-hop user can filter out its

data in a RS-subframe according to the map message. The packet scheduling algorithms
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are studied in the Section 5.3.3.

5.3.2 Adaptive Subframe Partitioning Algorithm

Since fixed subframe partitioning can not adapt to various traffic distributions caused

by dynamic network topologies and traffic patterns, we propose an adaptive subframe par-

titioning called ASP that consists of two steps to optimize system performance. First every

RS calculates the number of required time slots and sends this number to BS. Then the BS

allocates time slots to RS-subframes according to their requirements. Figure 5.2 indicates

the information exchange in our adaptive subframe partitioning process.

1) Calculating the number of required slots

After scheduling its corresponding RS-subframe in the (t − 1)th frame, each RS sends

its number of required slots for the next frame to the BS. The number of required time slots

of a RS is defined as the total number of time slots needed to transmit its buffered users’

data with the corresponding users’ achievable data rate. Therefore, it can be calculated as

zt(k) =
⌈

mj
∑

m=1

ck,m(t)

rS
k,m(t) × (Ts/S)

⌉

wherezt(k)) is the required number of time slots for thetth frame sent by thejth RS;TS/S

is the length of a time slot;ck,m(t) denotes the queue length for userm in the buffer of the

kth RS before scheduling thetth frame;rS
k,m(t) is themth user’s achievable data rate of its

second-hop link from thekth RS; and ”⌈·⌉” denotes the minimal integer that is not smaller

than the number inside.

We assume the differences among user’s achievable data rates on different subchannels

can be ignored since system bandwidth is usually much smaller than the central frequency
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and random subcarrier permutation can be used to decrease the differences. Therefore, we

can estimate the achievable data rate of a user by summing itsinstantaneous achievable

data rates on all subchannels as follows:

rS
k,m(t) =

∑

n∈N

r(lSk,m, n, t).

2) Subframe Allocation

After receiving the number of required slots from each RSs, BS assigns a RS-subframe

to every RS in thetth frame. Since we assume that at least two frames are needed to transmit

data from the BS to users through a RS, if the input data rate ismuch bigger than the output

data rate of the RS, the amount of data buffered in the RS will keep increasing. As a result,

the resources used to transmit those data from the BS to the RSare wasted; and the data

loss caused by a lack of buffer or handover increases. To reduce the queue length in RSs,

the BS should satisfy the requests from RSs first and then usesthe remaining resources for

its own transmissions. The partitioning process is as follows.

If all the requests from RSs can be met, i.e.
∑K

k=1 zt(k) ≤ S , the BS allocates time slots

equal to the corresponding request to each RS and then use theremaining time slots for its

own transmissions. The length of each subframe is

st(k) =



































S −
∑K

i=1 zt(i), if k = 0,

zt(k), otherwise.

(5.6)

Otherwise, these requests are granted proportionally, andno time slot is left for trans-
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BS 0

(1) The number of required time slots: zt(k)

RS k(2) The allocated subframe: st(k) , ut(k)

Figure 5.2: Information exchange in adaptive subframe partitioning.

missions from the BS in this frame. The detailed zone partitioning in this case is as follows

st(k) =























































0, for j = 0,

⌊

[zt(k)/
∑K

i=1 zt(i)]S
⌋

, for k ∈ {1, 2, ...,K − 1},

S −
∑K−1

i=1 st(i), for k = K,

(5.7)

where ”⌊·⌋” denotes the biggest integer that is not larger than the number inside. Sincest(k)

is the length of thekth subframe, the index of the first time slot in that subframe can be

calculated asut(k)+ 1, in whichut(k) equals
∑k

i=0 st(i)+ 1. With these two values,st(k) and

ut(k), thekth RS can locate the subframe assigned for its transmissions.

5.3.3 Packet Scheduling Algorithms

After subframe partitioning, the BS and RSs need to allocateslots in their subframes

to users. Since in practical wireless communication systems, user traffic is not always

backlogged, resource would be wasted if slots were assignedto users who do not have

downlink data. Therefore, we allocate slots by scheduling user packets in the buffer to the

slots. In this way, packet scheduling is combined with radioresource allocation.
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There are many resource scheduling algorithms designed forsingle-hop and single-

channel systems to meet different objectives, e.g. max carrier-to-interference ratio(MaxC/I)

scheduling to maximize system throughput, and proportional fairness (PF) to trade off sys-

tem utilization maximization and fairness. A two-dimensional proportional fair scheduling

(T-PF) algorithm for OFDMA systems was proposed in [40]. However, it can only be used

in single-hop systems where every user has only one link in the downlink direction. In

relay-enhanced systems, when a user receives data via a RS, its downlink consists of two

links (BS-RS and RS-SS), and these two links usually have different channel states.

We suggest two ways to extend the single-hop resource scheduling algorithms to multi-

hop scenarios: link-based and end-to-end approaches. Bothapproaches are used to extend

MaxC/I and PF to OFDMA multihop systems. That is we devise four algorithms in total:

link-based MaxC/I (L-MaxC/I), end-to-end MaxC/I (e2e-MaxC/I), link-based PF (L-PF)

and end-to-end PF (e2e-PF). These four algorithms do packetscheduling based on priority

matrixes. However, the element definitions in their priority matrixes are different.

1) Forming priority matrixes

The BS and every RS have to build their own priority matrix before scheduling. The

priority matrix β is composed of rows corresponding to subchannels and columns corre-

sponding to the associated users whose data queues are not empty at the moment. There-

fore, the maximal size of the priority matrix isN × M in the BS andN × Mk in the kth

RS.

A) Priority matrixes in L-MaxC /I and e2e-MaxC/I

When AMC is used, the achievable data rate, which reflects thechannel condition, can
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be used instead of C/I. Each elementβ0
n,m in the priority matrix of the BS is defined as user

m’s achievable data rate of its single-hop or first-hop link onsubchanneln in L-MaxC/I,

whereas in e2e-MaxC/I, it is defined asm’s achievable end-to-end data rate on subchannel

n, which is the minimal achievable data rate of the two hops. Therefore,β0
n,m in L-MaxC/I

and in e2e-MaxC/I are respectively defined as (5.8) and (5.9).

β0
n,m =



































r(lD
0,m, n), m ∈ M0

r(lF
k,m, n), m ∈ Mk,∀k ∈ K

(5.8)

β0
n,m = min {(r(lF

k,m, n), r(lSk,m, n)} (5.9)

In both L-MaxC/I and e2e-MaxC/I, everyβk
n,m in the priority matrix of thekth RS is

defined as (5.10), i.e. the achievable data rate of userm’s second-hop link on subchanneln:

βk
n,m = r(lSk,m, n) (5.10)

B) Priority matrixes in L-PF and e2e-PF

In the RSs, every element in the priority matrix for both L-PFand e2e-PF is defined

as in T-PF, i.e. the achievable data rate of user’s second-hop link (RS-MS) divided by its

average data rate. Hence, in L-PF and e2e-PF, the element in the priority matrix of thekth

RS is defined as

βk
n,m = r(lSk,m, n)/R̄S

m, (5.11)

whereR̄S
m denotes the average data rate of the second-hop link for themth user.

In the BS, if L-PF is used, the priorities of a one-hop or of a two-hop userm on sub-

channeln are defined as

β0
n,m =



































r(lD
0,m, n)/R̄D

m, m∈ M0

r(lF
k,m, n)/R̄F

m, m∈ Mk,∀k ∈ K

(5.12)
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whereR̄D
m is the average data rate of a direct link andR̄F

m denotes the average data rate of a

first-hop link. In e2e-PF,β0
n,m is defined as

β0
n,m = min{r(lF

k,m, n), r(lSk,m, n)}/min {(R̄F
m, R̄

S
m)}, (5.13)

whereR̄S
m denotes the average data rate of a second-hop link.

As in T-PF, the exponential moving average in (4.5) is used toupdate the average data

rates of all links. Since our priority matrix only contains columns corresponding to the

associated users whose queues are not empty, average data rates for users whose queue are

empty are not updated in this frame. This is reasonable, because in [24], they found that

updating the average data rate for users with no data to send did not contribute to system

utility maximization.

2) Scheduling process

Once the priority matrix is built, L-MaxC/I, e2e-MaxC/I, L-PF and e2e-PF have the

same scheduling processes. We describe the scheduling process in the BS as an instance.

Every RS scheduler works in the same way.

In every scheduling round, the BS chooses the maximum element β0
n,m in its priority

matrix. Then, the number of slots that need to be allocated tothe selected userm is cal-

culated using the user’s queue length divided by the achievable data rate of its direct or

first-hop link on the selected subchanneln.

If the queue length is larger than the selected subchannel capability in the access zone,

the BS allocates all slots of this subchannel in the access zone to packets for this user, and

then deletes the corresponding row of its priority matrix because this subchannel is fully

used. Otherwise, the required number of slots on the selected subchannel is allocated to
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the selected user, and the remaining slots are available forlater rounds. The corresponding

column in the priority matrix is deleted because the user’s queue is empty. Scheduling

rounds are performed until there is no element left in the matrix. Packet segments are

permitted in order to fit packets into slots.

5.3.4 Discussion

In subsection 5.2.2, we formulated the resource allocationproblem in OFDMA relay-

enhanced cellular networks with assumptions that the basicresource unit is slot and user’s

traffic is not infinite backlogged. Since the optimization problemis NP-hard, in this sec-

tion, we proposed a suboptimal solution to divide this problem into three subtasks: power

allocation, subframe partitioning, and packet scheduling. Since we assume AMC is used,

for the first task, power is equally allocated to each subchannel. For the second task, we

proposed an adaptive subframe partitioning scheme to achieve a near-optimal resource al-

location among BS and RSs. For the third task, since Max C/I reaches the upper bound of

throughput by always assigning resources to users with goodchannel conditions, the one

MaxC/I scheduling algorithm with higher system throughput of L-MaxC/I and e2e-MaxC/I

can be treated as the suboptimal solution.

However, since system utilization and fairness are two crucial but conflicting perfor-

mance metrics of wireless communication systems [40], L-PFand e2ePF provide a tradeoff

between system throughput maximization and fairness. Notethat in single-hop scenarios,

L-PF and e2e-PF are similar to T-PF. Therefore, they not onlyinherit the advantages of

T-PF, e.g. achieving multi-user diversity in both time and frequency domains, but also can

be used multihop scenarios.
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In the link-based scheduling algorithms, the parameters ofpoint-to-point links are used,

and every RS has to feed back the CSI of each BS-RS link to the BS. However, in the end-

to-end scheduling algorithms, parameters for end-to-end paths are considered, and the CSI

of each BS-RS link as well as of those of every RS-MS link have to be fed back. There-

fore, the system overheads to transmit CSI in the link-basedand end-to-end approaches

areO(N(K + M)) andO(N(K +M +
∑K

k=1 Mk)), respectively. Moreover, the computational

complexity for the ASP algorithm isO(K), and those for L-MaxC/I, e2e-MaxC/I, L-PF and

e2e-PF areO(max(M2N,MN2)).

5.4 Performance Evaluation

We develop simulation models using OPNET Modeler 11.5. We consider a single cell

with a BS located in the center and uniformly surrounded by certain number of RSs. The

channel model including path-loss and lognormal shadowingis taken from [20]. We con-

sider the BS antenna and RS antennas are above roof top (ART),and users’ antennas are

below roof top (BRT), thus the path-loss model of BS-RS linksis chosen to be Type D

(suburban, ART to ART model), and those of BS-SS and RS-SS links are chosen to be

Type C (suburban, ART to BRT model for flat terrain with light tree densities). The typical

standard deviation values of the log-normal shadowing model for Type D and Type C are

3.4 and 8.2 respectively. Users’ packets arrive at the BS in aPoisson process with an expo-

nentially distributed packet length with the average of 180bytes. All users have the same

packet arrival rate. Different system loads are got by adjusting the average inter-arrival time

between packets. Other simulation parameters are shown in Table 5.1 and some are taken

from [45].
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Table 5.1: Simulation Parameters for a Semi-distributed Resource Allocation Scheme

Parameters values Parameters values
Central frequency 3.5 GHz System bandwidth 3.5 MHz
BS antenna height 30 m BS Tx power 40 dbm
RS antenna height 15 m RS Tx power 37 dbm
SS antenna height 2 m Frame length 5 ms

Filter windows size 100 Target BER 10−4

No. of subchannels 128 Noise density −174 dBm/Hz

We use the same method as [45] to get the optimal relay location for the given sim-

ulation parameters. In the single-hop scenario, we assume an outage happens when the

received SNR of user’s BS-SS link is less than 0dB. If the outage probabilitypout of an

user in the coverage area should be less than a threshold, i.e. pout < TH. WhenTH = 10−4,

the coverage radius of the BS is around 1.931 km. However, if we consider the cell radius

equals 3 km, which is larger than the coverage radius of the BS, users near the cell edge will

have very high outage probabilities. For instance, the outage probability of a user located

on the cell edge is around 0.97.

Figure 5.3 indicates that the optimal relay location under equal slot allocation is around

1.9 km away from the BS when various numbers of RSs equally spaced on a circle centered

by the BS. Here we assume there are 18 RSs in our system since from Figure 5.3, a larger

number of RSs will not bring significant improvement. Now theoutage probability of a

user in the remote area is calculated aspout = 1 − (1 − PF
out)(1 − PS

out), wherePF
out and

PS
out denote the outage probability of user’s first-hop link and second-hop link respectively.

Therefore, by deploying 18 RSs around the BS with 1.9 km away from the BS, the outage

probability of users on the cell edge (3 km away from the BS) isreduced to 10−4.

We use spectrum efficiency as the criterion for path selection. That is, the pathwith
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Figure 5.3: System capacity under equal slot allocation when there are various number of
RSs equally spaced on a circle centered by the BS.

higher spectrum efficiency is selected for every user. The spectrum efficiency of a BS-

SS path is calculated as
∑

n∈N r(lD
0,m, n)/B. And that of a BS-RS-SS path is calculated as

∑

n∈N ( 1
rt(lFk,m,n)

+ 1
rt(lSk,m,n)

)−1/B. In Figure 5.4, the two-hop relaying improves the spectrum

efficiency of remote users if they choose to receive data via a RS.

We used the throughput fairness index (TFI) given by (3.19) as a fairness metric.

TFI = (
∑K

k=1 R̄k)2/K
∑K

k=1 R̄k
2 is based on Jain’s fairness index, and ranges from 0 to 1.

A system with a biggerTFI is considered to be fairer.
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Figure 5.4: Spectrum efficiency of a user located on a cell radius where one of the RSs is
located.

5.4.1 Performance of the adaptive subframe partitioning

First, we use e2e-PF as the scheduling algorithm to perform afair comparison between

the resource allocation with and without the adaptive subframe partitioning (e2e-PF w ASP

vs. e2e-PF w/o ASP). In fixed subframe partitioning, half of a frame is assigned to the BS,

and the other half is equally allocated to RSs, i.e. the partitioning factor equals 1 : 1. This

”half-and-half” partitioning has been used in many literatures. Figure 5.5 and Figure 5.6

indicate that the proposed ASP improves system throughput and fairness in various scenar-

ios with different number of users and system loads. The total system throughput grows

as the number of users in the system increases because of the multi-user diversity effect.
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When system load increases, the system throughput increases, but fairness decreases.
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Figure 5.5: System throughput of e2e-PF with or without ASP in various scenarios.

5.4.2 Performance of link-based and end-to-end schedulingalgorithms

Next, we compare the OFDMA relay-enhanced cellular networkusing the link-based

and the end-to-end scheduling algorithms with the single-hop system using a two-dimensional

proportional fair scheduling (T-PF) algorithm developed in [40]. Adaptive subframe parti-

tioning and 30 random distributed users are considered. In Figure 5.7, the two-hop relay

system achieves higher system throughput than the single-hop system since the two-hop

relaying improves the received signal strength of users in remote areas. In the two-hop

relay system, the highest system throughput is gained by e2e-MaxC/I, followed by e2e-PF,
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Figure 5.6: Throughput fairness index of e2e-PF with or without ASP in various scenarios.

L-MaxC/I, and L-PF. For a light system load, the throughput plots of the PF algorithms al-

most coincide with those of the MaxC/I algorithms. That is because all users have the same

average data arrival rate. However, they begin to separate when the system load exceeds

about 5Mbps. As system loads exceed 10Mbps, the throughput plots of L-MaxC/I and L-

PF start to saturate. e2e-PF’s saturation point is higher than that of L-PF, and e2e-MaxC/I

has the highest saturation point. The maximum system throughput of the single-hop system

is abound 3 Mbps, which is lower than those of the two-hop relay systems.

The scheduling algorithms using end-to-end parameters have higher throughput than

those using link-based parameters, since they take the bottleneck data rate into consider-

ation. Additionally, the e2e-MaxC/I algorithm gains higher system throughput than the

e2e-PF algorithm since it always assign resources to users with high end-to-end achievable
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Figure 5.7: System throughput of different scheduling algorithms under various system
loads.

data rate. However, the L-MaxC/I algorithm has almost the same throughput as the L-PF.

That is because in two link-based algorithms, the BS assignsresources to users’ first-hop

links without considering the data rates on their second-hop links, thus the queue length

in every RSs keep increasing since users first-hop links usually have better condition than

their second-hop links. As we mentioned before, if a great amount of data is buffered in

RSs, resource utilization decreases and data losses causedby buffer overflow and handovers

increase. Therefore, the e2e scheduling reduces the queue length in RSs hence increases re-

source efficiency and reduces data loss. On the anther hand, the overheads to transmit CSI

in the link-based and end-to-end approaches areO(N(K +M)) andO(N(K +M+
∑K

k=1 Mk))

respectively, so the system overheads of the end-to-end algorithms are much larger than

those of the link-based ones.
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Figure 5.8: Throughput fairness index of different scheduling algorithms under various
system loads.

Figure 5.8 shows the throughput fairness indexes. When system load increases, every

algorithm becomes more and more unfair. The single-hop system using T-PF achieves

higher fairness index than the two-hop relay system using L-MaxC/I and e2e-MaxC/I

scheduling algorithms, but lower than that using L-PF and e2e-PF algorithms. Since

MaxC/I algorithms schedule high-data-rate users with priority,users in poor channel con-

ditions suffer from a starvation problem. Hence, L-MaxC/I has the lowest fairness index,

followed by e2e-MaxC/I; and PF-based scheduling schemes improve the fairness among

users. The e2ePF gain the highest TFI since it not only improves the SNR of remote users,

but also takes the bottle neck data rate for two-hop links into consideration.

Finally, we investigate user’s throughput versus the BS-SSdistance. Let 30 users uni-

formly distribute on a cell radius where one of the RSs is located. The distance between
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Figure 5.9: User’s throughput at different distance from the BS when there are 30 users
uniformly distributed on a cell reditus where one of a RS is located.

every two adjacent users is 100 m. The system load is assumed to be 10 Mbps, thus the

average data arrival rate for each user is around 0.33 Mbps. In Figure 5.9, the throughput in

the single-hop system decreases when the BS-SS distance increases because of path fading.

No matter which scheduling scheme is used, two-hop relayingincreases the throughput of

remote users, especially near the RS. Moreover, the highestsystem throughput is achieved

by e2e-MaxC/I; about 10 users starve. L-MaxC/I increases the number of starving users to

15. The results we obtain from Figure 5.9 agree with the results in Figs. 5.7 and 5.8. If

we want to maximize system throughput, e2e-MaxC/I should be used; however, to achieve

fairness, the e2ePF algorithm is the best choice.
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5.5 Summary

In this chapter, we present a feasible frame-based resourceallocation scheme for OFDMA

relay-enhanced cellular networks. An adaptive subframe partitioning (ASP) algorithm is

proposed. It works in a semi-distributed manner, and considers the user’s queue length

as well as user’s achievable data rate. Moreover, we developlink-based and end-to-end

schemes for both MaxC/I and PF scheduling algorithms to achieve different performance

optimization objectives. In four multihop scheduling algorithms, realistic traffic patterns

are considered, i.e. users’ queues are not always backlogged.

Simulation results demonstrate that the ASP algorithm improves system throughput as

well as fairness. The scheduling algorithms using end-to-end parameters perform better in

terms of throughput than those using link-based parametersat the expense of more system

overhead. The resource allocation scheme, which combines ASP with e2ePF, increases

system throughput while maintaining fairness among users,and it also could decrease the

data losses by reducing the amount of data buffered in relays. Our ASP algorithm, link-

based and end-to-end scheduling algorithms can be extendedto any system with a tree-

topology. To implement ASP, every child node sends its required amount of resources to

its parent node, and resources are granted in the reverse order. Also link-based or end-to-

end scheduling algorithms can be used at every intermedia node. In the future, we will add

a threshold of the BS-subframe length to our adaptive partitioning algorithm to reduce the

oscillation in user throughput. Moreover, we are also interested to check if our proposals

perform well in the multihop relay system when the number of hops is larger than two.



Chapter 6

Relay-Channel Partition and Reuse

In previous chapters, we study resource allocation in a single OFDMA

relay-enhanced cell under the assumption that slots or subchannels can not

be reused by users to avoid inter-cell and intra-cell interference. In this

chapter, four relay-channel partition and reuse schemes are compared in

a multi-cell scenario from the viewpoints of interference mitigation and

throughput improvement.

6.1 Introduction

In this chapter, four fixed resource allocation schemes withdifferent partition and reuse

factors are discussed. They are 7-part partitioning (PF7),4-part partitioning (PF4), par-

tial reuse (PR), and full reuse (FR) schemes. Firstly, the co-channel interferences of four

schemes are full-queue analyzed. With formulated co-channel interferences, the Monte-

Carlo simulation method is used to achieve the Cumulative Density Function (CDF) of

85
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user’s Signal-to-Interference-plus-Noise Ratio (SINR) in different scenarios. Finally, the

performance of these four relay-channel partition and reuse schemes on the aspects of av-

erage spectral efficiency (throughput) and outage ratio are compared.

The remainder of this chapter is organized as follows. Section 6.2 gives the architecture

of a multi-cell OFDMA relay-enhanced network. Section 6.3 presents four representative

relay-channel partition and reuse schemes. In Section 6.4,the co-channel interference of

these resource allocation schemes are analyzed. Simulation results on the performance

of these four schemes are compared in Section 6.5. Finally, we conclude this chapter in

Section 6.6.

6.2 Multicell OFDMA relay-enhanced networks

We consider an OFDMA relay-enhanced cellular network that consists of 19 hexagonal

and homogeneous relay-enhanced cells shown in Figure 6.1. The reference cell is cell 0,

which is located in the center. The interference range is assumed to be two-tiers. Each

circle in Figure 6.1 denotes a BS while each asterisk denotesa RS.

In each cell, a BS is located in the center and uniformly surrounded by six RSs (depicted

in Figure 6.2). BS-RS links are assumed to be in Line of Sight (LOS) with good channel

conditions, whereas BS-MS and RS-MS links are considered tobe in Non-Line of Sight

(LOS) environment. The basic unit for resource allocation is assumed to be a subchannel

Moreover, AMC is applied per subchannel. When AMC is used to adjust the modulation

and coding scheme of each subchannel according to its state information, adaptive power

allocation does not contribute much towards the increase inthroughput [17], therefore, a

constant power allocation is used.
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Figure 6.1: Layout of 19 hexagonal relay-enhanced cells
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Figure 6.2: The architecture of an OFDMA relay-enhanced cell.

6.3 Channel Partition and Reuse Schemes

Under constant power allocation, time and spectral are the two elements available for

allocating. Figure 6.3 shows the transmission range of every RS in a cell when the distance-
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Figure 6.3: Transmission range of RSs in each cell when distance-based path selection
algorithm is used

based path selection algorithm is used. In this figure, the LOS links between the BS and

every RS are not marked. In downlink direction, a user in the transmission range of a RS

receives data from that RS.

Four existing cell-based subchannel allocation schemes with different partition factors

(pf) and reuse factors (rf ) are taken into consideration. They are the 7-part partitioning

scheme (PF7) from [26] and [36], the 4-part partitioning scheme (PF4) from [32], the

partial reuse scheme (PR) from [26] and [36], and the full reuse scheme (FR) from [29].

Different time/spectral partition and reuse in a multi-cell scenario will cause different co-

channel interference and can achieve different throughput. To the best of our knowledge,

these schemes are only individually applied as background scenarios for researches on the

aspects of path selection schemes or scheduling schemes, and they have not been compared

with each other.

Before describing the four relay-channel partition and reuse schemes, we define two

kinds of sharing includingreusable sharingandun-reusable sharing. For reusable sharing,
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Figure 6.4: Illustrations of four relay-channel partitionand relay schemes when distance-
based path selection algorithm is used (Each color block denotes a set of subchannels being
assigned to that region, and the LOS links between the BS and each RS are not marked)

a subchannel can be reused by other stations even when it has already been used by a station

in the same cell; in un-reusable sharing, a subchannel cannot be reused by other stations if

it has already been used by a station in the same cell.

6.3.1 PF7 Scheme

Park and Bahk proposed the PF7 scheme in [36], where all subchannels are divided into

seven sets. An example is illustrated in Figure 6.4-(a). Oneset is used by transmissions

from BS, while each of the other six sets is used by transmissions from a RS, i.e.p f = 7
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and r f = 1. In the case of an even partition, there are one-seventh of total subchannels

assigned to BS for transmissions in BS-MS and BS-RS links, and the same amount of

subchannels is assigned to each RS for transmissions in RS-MS links.

6.3.2 PF4 Scheme

Li et al. proposed the PF4 scheme in [32], in which all the subchannels in a cell are

divided into four sets. Among them, one set is assigned to transmissions from the BS; the

other three sets are un-reusably shared by two adjacent RSs.An example of a case when

the distance-based path selection algorithm is used is shown in Figure 6.4-(b). In theith

cell, one set is shared byRSi,1 andRSi,2, another set is shared byRSi,3 andRSi,4, and the

remaining set is shared byRSi,5 andRSi,6. Therefore, in the PF4 scheme,p f = 4 and

r f = 1. Two adjacent RSs sharing the same pool of subchannels provides more flexibility

in dealing with non-uniform traffic by using load balance algorithms.

6.3.3 PR Scheme

In the PR scheme proposed by Park and Bahk [36], all the subchannels in a cell are

divided into four sets as shown in Figure 6.4-(c). One set is assigned to the BS for transmis-

sions in BS-MS and BS-RS links. Meanwhile, in order to increase the resource efficiency,

the other three sets are reusably shared by{RSi,1,RSi,4}, {RSi,2,RSi,5}, and{RSi,3,RSi,6},

respectively, i.e.p f = 4 and 1< r f < 2. The exact value ofr f depends on the way in

which partitioning takes place. In the case of even partitioning, three quarters of all the

subchannels in a cell are reusable. Therefore, the value ofr f is 7/4.
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6.3.4 FR Scheme

FR scheme proposed by Lee et al. in [29] is different from the PR scheme, because it

fully reuses the resource. An example of the FR scheme is illustrated in Figure 6.4-(d). In

this figure, the transmission range of the BS is divided into six sectors,Si,1,Si,2, · · · ,Si,6.

All the subchannels in thei th cell are divided into six sets. Each of them is respectively

reusably shared by{RSi,1,RSi,4}, {RSi,2,RSi,5}, {RSi,3,RSi,6}, {RSi,4,RSi,1}, {RSi,5,RSi,2},

and{RSi,6,RSi,3}. In this scheme,p f = 6 andr f = 2.

6.4 Performance Analysis

To evaluate the performance of different relay-channel partition and reuse schemes, we

assumed that there are totallyN subchannels in a cell, and the frequency-reuse factor of

the network is one with a system bandwidth ofBW and a center frequency off . RSs are

placed at a distance ofdS R from the BS, where the cell radius isD. All BS and RSs are

assumed equipped with omni-directional antennas and transmitted in the constant power

PBS andPRS without adaptive power allocation, i.e.PBS andPRS are equally distributed

among all the subchannels allocated to each BS and RS respectively.

In addition, the distance between themth MS and the BS in a cell is defined asdS Dm,

while the distance between themth MS and thekth RS in a cell is defined asdRkDm. In

our analysis, the simplest distance-based path selection criterion is assumed, i.e. ifdS Dm ≤

dRkDm , a one-hop transmission is used, otherwise a two-hop transmission is used. The

transmission range of each relay station in one cell is shownin Figure 6.3.
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6.4.1 SINR Calculation

The SINR of a link fromi to j using subchanneln is defined in Eq. (6.1), wherei

denotes the transmitting station andj denotes the receiving station. For a downlink,i can

be a BS or a RS whilej can be a RS or a MS.

S INRn
i j =

Gn
i j P

n
i

IC(n, i, j) + N0
, (6.1)

whereGn
i j denotes the gain of subchanneln used by a link fromi to j; Pn

i is the average

transmission power on subchanneln assigned byi; IC(n, i, j) is the co-channel interfer-

ence ofn at the link from i to j; and N0 denotes the power of additive white Gaussian

noise (AWGN). The channel gain depends on transmit and receive antenna gains, path loss,

shadowing, etc. Different channel models for different scenarios are proposed for multihop

relay systems in [20]. For simplicity, the following propagation model [39] given by Eq.

(6.2) is used in our analyses and simulations.

Gn
i j = (4π fn/C)2 · d−βi j · 10ξ/10, (6.2)

where fn is the central frequency ofn ; C is the speed of light;di j is the distance between

i and j; β is the path loss exponent; andξ is the log-normal shadowing with a standard

deviation ofσ.

6.4.2 Co-channel Interference Analyses

Allowing spatial reuse of a subchannel can additionally increase system capacity, but

additional interference does occur [44]. The co-channel interference of OFDMA relay-

enhanced cellular networks consists of both intra-cell andinter-cell interference. Intra-cell

interference is caused by the simultaneous use of a subchannel at different links in the same
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cell. Inter-cell interference is caused by the simultaneous use of a subchannel at different

links in different cells.

In order to compare the performance of the four relay-channel partition and reuse

schemes, the co-channel interference in the central cell (cell 0 in Figure 6.1) is analyzed

under the condition of full-queue. In downlink direction, full-queue analysis means that

the transmitting queue of each BS or RS is always full, i.e., all the subchannels assigned

to a station are always occupied by its links. The full-queueanalysis is considered to be a

scientific method for evaluating system level strategies for multihop relay systems [20]. By

using the full-queue analysis, the co-channel interference for the worst-case scenario can

be gained. The interference range is assumed to be two tiers,thus in Figure 6.1, cells 1 to

18 are in the interference range of cell 0.

The co-channel interferenceIC of a subchannel in cell 0 assigned to a link fromi to j is

defined as

IC(n, i, j) = I inter(n, i, j) + I intra(n, i, j), (6.3)

whereI inter(n, i, j) andI intra(n, i, j) are the inter-cell and intra-cell interferences of subchan-

nel n used by a link fromi to j, respectively. Since the co-channel interference range is

assumed to be two tiers,I inter(n, i, j) can be calculated as

I inter(n, i, j) =
18
∑

q=1















xn,i, j
q,0 I (n, BSq, j) +

6
∑

k=1

xn,i, j
q,k I (n,RSq,k, j)















, (6.4)

whereI (n, BSq, j) is the interference caused by usingnby the BS in theqth cell; I (n,RSq,k, j)

denotes the interference caused by reusingn for transmissions from thekth RS in theqth

cell within two tiers.

The inter-cell reuse matrixXn,i, j of n used by a link fromi to j is defined as

Xn,i, j =
{

xn,i, j
q,k |q = 1, 2, · · · , 19;k = 0, 1, 2, · · · , 6

}

, (6.5)
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wherexn,i, j
q,k = 1 if n is reused, and 0 otherwise.

On the other hand,I intra(n, i, j) can be calculated as

I intra(n, i, j) = yn,i, j
0 I (n, BS0, j) +

6
∑

k=1

y
n,i, j
k I (n,RS0,k, j), (6.6)

whereI (n, BS0, j) andI (n,RS0,k, j) are defined as the interference caused by the reuse ofn

by the BS and thekth RS in cell 0, respectively. The inter-cell reuse matrix ofn used by a

link from i to j is defined as

Yn,i, j =
{

y
n,i, j
k |k = 0, 1, 2, · · · , 6

}

, (6.7)

whereyn,i, j
k = 1 if subchanneln is reused, and 0 otherwise. EveryI (n, i, j) can be calculated

by

I (n, i, j) = Gn
i j · P

n
i . (6.8)

1) PF7 Scheme

In PF7, all subchannels are orthogonal and cannot be reused in a cell. In this case, there

is no intra-cell interference, i.e.Yn,i, j = 0,∀n, i, j . On the other hand, inter-cell interference

occurs when other cells within two tiers from the target cellreuse the subchannel which is

already used in the target cell. For each cell in the interference range, only one link may

reuse the same subchannel since there’s no subchannel reusewithin a cell. In the full-queue

scenario, for every subchannel, there should be one link in each of the cells within two tiers

that interferes with a link using the same subchannel in the target cell, i.e. only one element

in Xn,i, j equals 1. Therefore when the PF7 scheme is used in a network shown in Figure

6.1, the worst co-channel interference of a subchanneln used by a link from the BS and
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from thekth RS to nodej in cell 0 can be calculated as Eq. (6.9) and (6.10) respectively.

IC(n, BS0, j) =
18
∑

q=1

I (n, BSq, j) (6.9)

IC(n,RS0,k, j) =
18
∑

q=1

I (n,RSq,k, j) (6.10)

2) PF4 Scheme

The co-channel interference of the PF4 scheme is similar to that of the PF7. The only

difference is the inter-cell interference of a subchannel used by thekth RS in theqth cell is

caused by the reuse of the subchannel by thekth RS, or by its adjacent RS in other cells one

or two tiers away.

3) PR Scheme

The PR scheme allows two links located far from each other in one cell to use the

same subchannel, and therefore, intra-cell interference exists. In the full-queue scenario,

the intra-cell interference of a subchanneln used by a link from the BS and thekth RS to

node j in cell 0 can be calculated using Eq. (6.11) and (6.12), respectively.

I intra(n, BS0, j) = 0 (6.11)

I intra(n,RS0,k, j) =



































I (n,RS0,k+3, j), for 1 ≤ k ≤ 3

I (n,RS0,k−3, j), for 4 ≤ k ≤ 6

(6.12)



96 Chapter 6: Relay-Channel Partition and Reuse

Meanwhile, the worst inter-cell interference ofn used by links from the BS and thekth

RS in cell 0 can be calculated using Eq. (6.13) and (6.14), respectively.

I inter(n, BS0, j) =
18
∑

q=1

I (n, BSk, j) (6.13)

I inter(n,RS0,k, j) =



































∑18
q=1

[

I (n,RSq,k, j) + I (n,RSq,k+3, j)
]

, for 1 ≤ k ≤ 3

∑18
q=1

[

I (n,RSq,k, j) + I (n,RSq,k−3, j)
]

, for 4 ≤ k ≤ 6

(6.14)

4) FR Scheme

In the FR scheme, the reuse factor equals 2, so intra-cell interference exists. In the

full-queue scenario, the intra-cell interference of a subchannel used by a link from the BS

to node j in thekth sector and that of a subchannel used by a link from thekth RS in cell 0

can be calculated as Eq. (6.15) and (6.16) respectively.

I intra(n, BS0(k), j) =



































I (n,RS0,k+3, j), for 1 ≤ k ≤ 3

I (n,RS0,k−3, j), for 4 ≤ k ≤ 6

(6.15)

I intra(n,RS0,k, j) = I (n, BS0, j) (6.16)

The worst inter-cell interference ofn used byj in thekth sector and in the transmission

range of thekth RS in cell 0 can be calculated as Eq. (6.17) and (6.18), respectively.

I inter(n, BS0( j), n) =



































∑18
q=1

[

I (n, BSq, j) + I (n,RSq,k+3, j)
]

, for 1 ≤ k ≤ 3

∑18
q=1

[

I (n, BSq, j) + I (n,RSq,k−3, j)
]

, for 4 ≤ k ≤ 6

(6.17)

I inter(n,RS0,k, j) =
18
∑

q=1

[

I (n,RSq,k, j) + I (n, BSq, j)
]

(6.18)
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We notice that the first two schemes, PF7 and PF4, have no intra-cell interference, but

similar inter-cell interferences. In the full-queue scenario, the co-channel interference in

these two schemes is smaller than that in PR and FR schemes, which have higher reuse

factors.

6.4.3 Resource Efficiency

With AMC, for S INRn
i j ≥ 0 dB , the data rate per Hz per second of the AWGN link

from i to j using subchanneln can be expressed by a function ofS INRn
i j and the target

bit error rateBERas shown in Eq. (6.19) [38]. Eq. (6.19) provides a convenientway

to map the channel quality and user’s QoS requirement to resource efficiency. For the

case whenS INRn
i j < 0 dB, we define it as an outage. The PR and FR schemes increase the

resource efficiency by using higher reuse factors at the expense of increasing the co-channel

interference. It is hard to intuitively judge which one improves the throughput and outage

of the system the most. Therefore, we have investigated and compared the performance of

these schemes by using Monte-Carlo simulations.

Rn
i j = f (BER,S INRn

i j ) =
r f

B/N
log2













1+
−1.5

ln(5 · BER) · S INRn
i j













(6.19)

6.5 Performance Evaluations

6.5.1 Simulation method and parameters

The performance of the four representative relay-channel partition and reuse schemes

for OFDMA relay-enhanced cellular networks including PF7,PF4, PR and FR, are com-

pared with the performance of traditional single-hop OFDMAcellular scenario (SH). In
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each case, even partition and the distance-based path selection algorithm are used, and in-

terference range is assumed to be two tiers. Other simulation parameters are shown in Table

6.1.

Table 6.1: Simulation Parameters for Relay-Channel Partition and Reuse Schemes

Parameter Notation Value Unit
Cell radius D 1200 m
Distance between BS and RS dS R 800 m
Central frequency f 2.5 Ghz
System bandwidth BW 5 Mhz
Number of subchannels N 128 -
Transmission power PBS/PRS 43/40 dBm
Path loss exponent β : LOS/NLOS 2.35/3.76 -
Standard deviation of shadowingσ : LOS/NLOS 3.4/8 dB
Target bit-error-rate BER 10−6 -

To evaluate different resource allocation schemes for the OFDMA multihop cellular

layout as shown in Figure 6.1 and Figure 6.2, a Monte-Carlo simulation algorithm is pro-

posed and consists of following three steps:

• Step 1: Sampling points are located according to the distributionfunction of MS

with a density in the central cell (cell 0) of the layout shownin Figure 6.2. In our

simulation, 3600 sample points are uniformly distributed in cell 0.

• Step 2: In each sampling point, we do calculations as follows:

– The received signal strength (RSS) and SINR of each subchannel in the full-

queue scenario are calculated in this sampling point according to the analysis

in Section 6.4.

– By averaging these RSS and SINR values among sub-channels, the average
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RSS per subchannel and the average SINR values are achieved in this sampling

point If the average SINR is larger than 0 dB, the spectral efficiency is calculated

according to Eq. (6.19); otherwise an outage occurs.

• Step 3: The empirical CDF of SINR, average spectral efficiency and outage ratio of

the system, are calculated from the results got in step 2.

6.5.2 Simulation results

Firstly, the average RSS per-subchannel and the average SINR in different positions

on the straight line between the BS and one vertex of cell 0 areshown in Figure 6.5 and

Figure 6.6, respectively. The values of average RSS per-subchannel reflect the path loss

statuses at different positions while the differences between the average RSS and SINR

reflect the interference statuses at different positions. From Figure 6.5, we notice that the

average RSS of a user near the cell edge decays significantly in the single-hop scenario.

For the two-hop cases, the average RSS of the cell edge user isimproved considerably. By

deploying RSs, the path loss for the cell edge user is greatlyreduced because of shorter

links as well as the use of more resources such as transmission power. On the other hand,

since the transmission power and the position of BSs and RSs are the same in all two-hop

cases, the average RSS curves for different resource partitioning and reuse schemes have

the a similar trend.

In Figure 6.6, the average SINR curves for different scenarios are different, because

different resource allocation schemes cause different types of co-channel interference as

analyzed in Section 6.4. It is obvious from this figure that the two-hop architecture sig-

nificantly improves the SINR of cell-edge users because of the improved RSS. In two-hop
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Figure 6.5: Average RSS per-subchannel at different distances from BS
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Figure 6.6: Average SINR at different distances from BS

cases, the PF7 and PF4 schemes have almost the same average SINR values, which are

higher than those of the FR and PR schemes; and the average SINR curve of the FR scheme

is the lowest, i.e. the co-channel interference of the FR scheme is the worst. The average

SINR value of the FR scheme from 400 to 580 m, is much lower thanthat of the SH sce-
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Figure 6.7: Empirical CDF of user’s SINR

nario. Therefore, the MS in this range may receive a better SINR by selecting a one-hop

transmission path rather than a two-hop transmission path.This implies the SINR-based

path selection algorithm may perform better in this case, which we have reserved for future

study.

The Empirical CDF of user’s SINR is shown in Figure 6.7. We notice that significant

benefits in SINR can be obtained when RSs are deployed, especially when using the PF7

and PF4 schemes. For instance, the PF7 and PF4 schemes provide about a 20 dB improve-

ment when the SINR corresponding to the 50% CDF point is concerned, while the PR

scheme and FR scheme provide only 15 dB and 10 dB of improvement, respectively.

Figure 6.8 shows the average spectral efficiency of the system in the full-queue sce-

nario, which is calculated by averaging the average spectral efficiency values of all the

subchannels in every sampling points. The average spectralefficiency values in the full-

queue scenario reflect the lower bounds of the system throughput in different cases. The
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Figure 6.8: Average spectral efficiency of different resource allocation schemes

PF7 and PF4 schemes improve the average spectral efficiency with reduced co-channel

interference by partitioning relay channels, while the PR and FR schemes improve it by

not only partitioning, but also reusing the relay channels.As analyzed in Section 6.4, the

co-channel interference in the FR scheme is worse than that in the PR scheme, but the sim-

ulation results in Figure 6.8 show that the average spectralefficiency in the FR scheme is

higher than that of the PR scheme. It is because the reuse factor of the FR scheme is larger

than that of the PR scheme. With the assumed parameters, the FR scheme produces the

greatest throughput improvement, which doubles the average spectral efficiency of the SH

scenario.

In our simulation, the outage ratio is defined as the fractionof users that cannot receive

any data due to their poor channel condition with the SINR threshold of 0 dB. Figure 6.9

shows the outage ratios of different schemes.
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Figure 6.9: Outage ratio of different resource allocation schemes

In Figure 6.9, the outage ratio in the two-hop scenarios are much lower than that in the

single-hop scenario, and in the two-hop scenarios the relay-channel partitioning and reuse

schemes with higher reuse factors have higher outage ratios. Although the assumption

that an outage is only caused by intolerable SINR is not reasonable, it still provides a

good perspective on the performance of these relay-channelpartitioning and reuse schemes.

Other outage cases, such as insufficient bandwidth, will be studied in the future.

6.6 Summary

We studied four representative channel partitioning and reuse schemes for multi-cell

OFDMA relay-enhanced cellular networks. The full-queue analysis was used and a Monte-

Carlo simulation algorithm was proposed to determine users’ SINR in the worst case, the
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lower bounds of system throughput, and outage ratio. Simulation results demonstrated that

the advantage of the two-hop transmission when compared with the conventional single-

hop transmission comes from the path loss reduction by shortlinks and the penalty of

more radio resources. The first two schemes (PF7 and PF4) mitigated interference by using

spatial partitioning, and therefore, improved the outage ratios. In the latter two schemes

(PR and FR), although additional interference was caused, throughput of these two schemes

were improved through spatial reuse.
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Conclusion and Future work

My interest is in the future because I am going to spend the rest of my

life there.

Charles F. Kettering

7.1 Conclusion and Discussion

In this dissertation, we studied the resource allocation inOFDMA relay-enhanced cel-

lular networks, which is one of the promising solutions for next-generation wireless com-

munications. With deployment of relay stations in traditional OFDMA cellular networks,

how to allocate resources efficiently and feasibility becomes a more complicated and cru-

cial problem to achieve the cooperative diversity gain of relaying.

Firstly, we considered a single cell without channel reuse,thus each resource unit can

be assigned to only one user during a scheduling period. Moreover, the basic unit for re-

source scheduling is a subchannel and users’ traffic is infinitely backlogged. We formulated

105
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the optimal instantaneous resource allocation problem including path selection, power allo-

cation and subchannel scheduling to achieve the long-term proportional fairness. However,

the problem is a NP-hard combination optimization problem with non-linear constrains.

To solve the optimization problem, we proposed a low-complex resource allocation al-

gorithm named ’VF w PF’ under a constant uniform power allocation. In ’VF w PF’, a

void filling method is used to make full use of the wasted resources caused by unbalanced

data rates of the two hops in a relaying path. Then we used a dual decomposition approach

to gain the joint optimal path selection, power allocation and subchannel scheduling in the

Lagrangian dual domain of the original problem. The proposed optimization algorithms

improve the throughput of cell-edge users, and achieve a tradeoff between system through-

put maximization and fairness among users.

We further assumed that the basic unit for resource scheduling was a slot and users’

traffic was not infinitely backlogged. Under these two more realistic assumptions, the op-

timal resource allocation could not be found easily. Therefore, we proposed two heuris-

tic schemes including a Centralized Scheduling with Void Filling (CS-VF) and a semi-

distributed resource allocation scheme to allocating resources efficiently in OFDMA relay-

enhanced cellular networks.

Based on CS-VF, four scheduling algorithms including round-robin, max carrier-to-

interference ratio (Max C/I), max-min fairness, and Proportional Fairness (PF), wereex-

tended to multihop scenarios. The performances of the proposed algorithms are proved

by using a network simulator. Simulation results demonstrated that our CS-VF scheme is

more adaptable and efficient to different scenarios than the existing two-step centralized

scheduling scheme which we called centralized scheduling without void filling (CS-w/o-
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VF). Among four extend scheduling algorithms, the extendedmax C/I benefits system

throughput the most, while the extended max-min fairness has the most significant effect

on fairness, and the extended proportional fairness scheduling seems attractive for achiev-

ing a tradeoff between throughput maximization and fairness. The fact that each extended

scheduling algorithm could achieve its designed purpose implies that our extensions are

successful.

In our semi-distributed resource allocation scheme, an adaptive subframe partitioning

(ASP) algorithm is used in a semi-distributed manner to allocate downlink resources to

relay stations. Not only user’s queue length but also user’sachievable data rate are consid-

ered in ASP. Moreover, we developed link-based and end-to-end schemes for both MaxC/I

and PF scheduling algorithms to achieve different performance optimization objectives.

Through simulation, the ASP algorithm is proven to improve system throughput as well as

fairness. The scheduling algorithms using end-to-end parameters perform better in terms

of throughput than those using link-based parameters at theexpense of more system over-

head. The resource allocation scheme, which combines ASP with end-to-end PF (e2e-PF),

increases system throughput while maintaining fairness among users, and it also could de-

crease the data losses by reducing the amount of data buffered in relays.

Finally, we considered a multi-cell scenario with spatial reuse of resources. Four relay-

channel partition and reuse schemes were compared by using Monte-Carlo simulation

method. From simulation results, compared with single-hoptransmission, relay-enhanced

multihop transmission is great advantageous for improvingthroughput and reducing out-

age, and can especially improve the performance of cell-edge users. Among these four

schemes, 7-part partitioning (PF7) and 4-part partitioning (PF4) mitigate co-channel inter-
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ferences by relay-channel partitioning, while the other two schemes partial reuse (PR) and

full reuse (FR) improve the throughput by relay-channel partitioning as well as reuse.

In conclusion, we studied the the downlink resource allocation problem in OFDMA

relay-enhanced cellular networks under various assumptions including:1) whether the basic

unit for resource allocation is a subchannel or a slot, 2) whether users’ traffic is infinitely

backlogged or finitely backlogged. we formulated the optimal resource allocation problem

under different assumptions with both theoretically and practicallyefficient polynomial-

time solutions. Simulation results proved that our algorithms can be used to gain a tradeoff

between network throughput maximization and fairness among users in a single OFDMA

relay-enhanced cell. Simulation results also suggest thatby combining PR with ASP and

e2e-PF, we have a suboptimal solution for allocating resources in multi-cell OFDMA relay-

enhanced cellular networks.

7.2 Future work

Although multihop relaying for coverage extension in wireless networks is an old con-

cept, using multihop relaying in OFDMA cellular networks becomes an important research

topic over the past half-decade. We studied the resource allocation in OFDMA relay-

enhanced cellular networks, however, to provide ubiquitous high-data-rate coverage by

using multihop relaying in practical, there are several issues remained for investigation.

First of all, different applications have several different QoS requirements. Delay-

sensitive applications such as VoIP have requirements on the maximum latency or the

minimum bit rate. Cooperative relaying can increase the data rate for cell-edge users, how-

ever, increase the transmission delay simultaneously. In OFDMA relay-enhanced cellular
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networks, schedulers in BS or RSs should take the different QoS parameters for different

applications into account. Therefore, more intelligent resource allocation algorithms are

needed to guarantee different QoS requirements from users.

Moreover, three kinds of relaying are defined in IEEE 802.16jstandard, namely trans-

parent, non-transparent and cooperative relaying. If onlythe BS broadcasts control mes-

sages in a cell, and all relays do not need to broadcast control messages, the relays are trans-

parent relays, however, if relays need to broadcast their own control messages since some

users cannot decode control messages successfully from theBS, they are non-transparent

relays. In transparent and non-transparent relaying, one user can only transmit/receive date

to/from a BS or a RS on one resource unit (a subchannel or a slot), however, in coopera-

tive relaying, cooperative source diversity, cooperativetransmit diversity, and cooperative

hybrid diversity can be achieved by signal combing or space-time coding.

Our centralized resource allocation algorithms can be usedby both transparent and non-

transparent relays, whereas the semi-distributed resource allocation algorithms are only

suitable for non-transparent relays. However, since we consider one resource unit can not

be allocated to one user during each scheduling period, our algorithms can not used for

cooperative relaying. Resource allocation algorithms fordifferent diversity schemes need

to be studied.

Additionally, dynamic resource allocation in multi-cell multi-user OFDMA relay-enhanced

cellular networks with inter-cell cooperation is very difficult, yet extremely important,

problem to mitigate interference. For instance, resource allocation should minimize in-

terference between control messages from BSs somehow in nontransparent mode. In trans-

parent mode, although downlink transmissions of a BS and a RSmay be orthogonal in



110 Chapter 7: Conclusion and Future work

frequency, poor frequency reuse or scheduling still can cause unacceptable interference to

surrounding relays. In Chapter 6, we already studied from relay-channel partition and reuse

schemes, however, they need to be considered together with power allocation, path selec-

tion and subchannel or slot scheduling. Further more, jointdownlink and uplink resource

allocation is also an interesting and practical topic in OFDMA relay-enhanced cellular net-

works.

Last but not least, since implementing relaying is not the only way to extend coverage or

increase capacity, it must become the most cost effective approach thus can be widely used.

Therefore, resource allocation algorithms should take thecost of relays into consideration.

For instance, a non-transparent relay using semi-distributed resource allocation is nearly as

complex as a BS, and a transparent or a non-transparent relayin centralized mode is much

simpler and less expensive but requires more complexity in the BS. Detailed cost analysis

for different resource allocation algorithms need to be done for deploying multihop relaying

in OFDMA cellular networks.
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