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Abstract

Reynolds’ separation logical system for pointer program verification is investigated. This paper proves its completeness theorem as well as the expressiveness theorem of Peano arithmetic language for the system under the standard interpretation. This paper also introduces the predicate that represents the next new cell, and proves the completeness and the soundness of the extended system under deterministic semantics.

1 Introduction

Program verification for while programs has been intensively studied [1]. However, pointer program verification has not been fully studied, since there was difficulty to design an appropriate logical system for asserted pointer programs. Reynolds gave a breakthrough for it by using separation logic [10] and proposed a new logical system for pointer program verification. It enables us concise specification of program properties and a manageable proof system. Separation logic is successful in a theoretical sense as well as a practical sense. By using separation logic, some pointer program verification systems have been implemented [8, 2]. For example, the system in [8] automatically proved the correctness of a pointer version of the quick sort program in a second.

One of the most important theoretical questions for a verification system is its completeness. The soundness of a system guarantees that if the correctness of a program is proved in the system, then the program will indeed run correctly. The soundness of those existing practical systems has been proved. However, it does not mean the system can prove all correct programs are correct, that is, there is a possibility that some programs are not proved to be correct by the system even though they are indeed correct. The completeness is the converse of the soundness. The completeness of the system guarantees that if a program runs correctly, then the system surely proves the program is correct. The completeness of the system shows how powerful the system is. If the completeness for the system is proved, we do not have to worry about theoretical power of the system. If we have the completeness for the core of the system with some restrictions, we know what kind of limitation this system has, and how to use and improve the system.

Our contributions are: (1) the completeness theorem of separation logic for the first time, (2) the expressiveness theorem of Peano arithmetic for the separation logic, and (3) the predicate that represents the next new cell for completeness under deterministic semantics.

We will prove completeness by extending the original completeness results for while programs [1] to pointer programs and separation logic. We choose backwards reasoning in Reynolds’ system for logical rules. Main difficulty is proving the expressiveness theorem. We will also prove completeness for deterministic semantics as well.

The expressiveness theorem says that Peano arithmetic with the standard interpretation is expressible for the separation logic. That is, the weakest precondition of every program is definable in Peano-arithmetical language. This result is obtained by coding the heap information as well as the store information by natural numbers, and simulating program executions as well as the truth of assertions by using Peano arithmetic. At first sight, the expressiveness may look trivial, but it is indeed a subtle problem and some pathological counterexamples are known [3]. We can have natural numbers $n$ and $m$ that encode the given store $s$ and heap $s'$, respectively. We will construct the formula Heap$(m)$ that exactly specifies the current heap...
so that Heap(m) is true at the current state (s, h) if and only if the number m encodes the heap h. We can construct a Peano-arithmetical formula HEvalA(m) for a separation logic assertion A such that A is true at (s, h) if and only if HEvalA(m) is true at s when the number m represents the heap h. For program execution, we will have a Peano-arithmetic formula ExecP, P(m, n1, n2) for a given program P and its variables m such that the execution of P at the state r1 terminates with the state r2 if and only if ExecP, P(m, n1, n2) is true where the numbers n1 and n2 represent the states r1 and r2 respectively. Combining Heap(m), HEvalA(m), and ExecP, P(m, n1, n2), we will define the weakest precondition for each given program P and assertion A. Though this result relies on heavy number coding of programs and assertions, we will present detailed definitions in order to provide a fundamental framework for completeness results to support future systems with a wider class of programs and assertions.

Our completeness theorem only shows relative completeness. That is, it assumes all true assertions are available in the system. This is a best possible completeness for pointer program verification for a similar reason to that for while program verification discussed in [4].

Parts of a completeness proof have been discussed in [6]. They showed the precondition of their backwards axiom gives the weakest precondition for the statement. However, they only proved completeness for programs without if-statements nor while-statements, and they did not prove the completeness theorem itself.

When we take deterministic semantics instead of nondeterministic semantics, the axiom for allocation in [10] becomes insufficient for completeness. In order to have a complete system for deterministic semantics, we introduce the predicate New(e) that represents the new cell consumed by the next allocation, and strengthen the axiom by using this predicate. Under deterministic semantics, we will show the completeness theorem of the resulting system as well as its soundness theorem.

Our long-term aim is proving completeness of the core of existing practical verification systems for pointer programs. This paper will give the first step for this purpose. Since our system in this paper is simple and general, our completeness theorem can be applied to those systems in order to show the completeness of their core systems. This paper will also provide a starting point for completeness theorems in extensions with richer programming languages and assertion languages such as recursive procedure calls and inductive definitions.

Section 2 defines our programming language and our assertion language. Their semantics is given in Section 3. Section 4 gives a logical system for proving asserted programs, and Section 5 shows our completeness theorem as well as our soundness theorem. Section 6 proves the expressiveness theorem. Section 7 discusses applying our results to the verification system implemented in [8]. Section 8 gives the conclusion.

2 Languages

This section defines our programming language and our assertion language. Our language is obtained from Reynolds’ paper [10].

We first define our base language, which will be used later for both our programming language and our assertion language. It is essentially a first-order language for Peano arithmetic. We call its formula a base formula. We will use i, j, k, l, m, n for natural numbers. Our base language is defined as follows:

- Variables x, y, z, w, . . .
- Constants e := 0, 1, null.
- Function symbol +, ×.
- We have no propositional constants.
- Predicate symbols p ::= =, <.
- Terms t ::= x[e]f(t, . . . , t).
- Base formulas A ::= p(t, . . . , t)[¬A|A ∧ A ∨ A|A → A|∀x.A]|∃x.A]n times of 1+.

Our programming language is an extension of while programs to pointers. It is the same as that of Reynolds [10]. Its expressions are terms of the base language. That is,

- Expressions e ::= x[0]|1|null|e + e[e × e].
- Expressions mean natural numbers or pointers. null means the null pointer.
- Its boolean expressions are quantifier-free base formulas.

That is,

- Boolean expressions b ::= e = e[e < e][¬b|b ∧ b|b ∨ b] → b.

Boolean expressions are used as conditions in a program. Programs are defined by:

- Programs P ::= x ::= e|if (b) then (P) else (P)|
- while (b) do (P)|P
- x ::= cons(e, e)[x ::= e][e] ::= e|dispose(e).

The statement x = cons(e1, e2) allocates two new consecutive memory cells, put e1 and e2 in the cells, and put the address into x. The statement x ::= e looks up the content of the memory cell at the address e and put it into x. The statement e1 := e2 changes the content of the memory cell at the address e1 by e2. The statement dispose(e) deallocates the memory cell at the address e.

Our assertion language is a first-order language extended by the separating conjunction * and the separating implication →. We will sometimes call its formula an assertion. Its variables, constants, function symbols, and terms are the same as those of the base language. Our assertion language is defined as follows:

- Predicate symbols =, <, →, =.
- Propositional constant emp.

emp means the current heap is empty. \( e_1 \mapsto e_2 \) means the current heap has only one cell at the address \( e_1 \) and its content is \( e_2 \). \( A \mapsto B \) means the current heap can be split into some two disjoint heaps such that \( A \) holds at one heap and \( B \) holds at the other heap. \( A \mapsto B \) means that for any heap disjoint from the current heap such that \( A \) holds at the heap, \( B \) holds at the new heap obtained from the current heap and the heap by combining them.

\( \text{FV}(A) \) is defined as the set of free variables in \( A \). \( \text{FV}(e) \) and \( \text{FV}(P) \) are similarly defined. \( \text{FV}(O_1 \ldots O_n) \) is defined as \( \text{FV}(O_1) \cup \ldots \cup \text{FV}(O_n) \) when \( O_i \) is a formula, an expression, or a program.

We use vector notation to denote a sequence. For example, \( e'[n] \) denotes the sequence \( e_1, \ldots, e_n \) of expressions.

### 3 Semantics

The semantics of our programming language and our assertion language is defined in this section. Our semantics is the same as that in Reynolds’ paper [10] except the following simplification: (1) values are natural numbers, (2) addresses are non-zero natural numbers, and (3) null is 0.

The set \( N \) is defined as the set of natural numbers. The set \( \text{Vars} \) is defined as the set of variables in the base language. The set \( \text{Locs} \) is defined as the set \( \{ n \in N \mid n > 0 \} \).

For sets \( S_1, S_2, f : S_1 \rightarrow S_2 \) means that \( f \) is a map from \( S_1 \) to \( S_2 \). \( f : S_1 \rightarrow_{fin} S_2 \) means that \( f \) is a finite map from \( S_1 \) to \( S_2 \), that is, there is a finite subset \( S'_1 \) of \( S_1 \) and \( f : S'_1 \rightarrow S_2 \). Dom(\( f \)) denotes the domain of the map \( f \).

The powerset of the set \( S \), is defined as \( \text{States} \). The heap is defined as a finite map from Locs \( \rightarrow \text{N} \), and denoted by \( h \). A value is a natural number. An address is a positive natural number. The null pointer is 0. A heap assigns a value to each variable. A heap assigns a value to an address in its finite domain.

The store \( s[x_1 := n_1, \ldots, x_k := n_k] \) is defined by \( s' \) such that \( s'[x_1] = n_1 \) and \( s'[y] = s(y) \) for \( y \not\in \{ x_1, \ldots, x_k \} \). The heap \( h[m_1 := n_1, \ldots, m_k := n_k] \) is defined by \( h' \) such that \( h'(m_i) = n_i \) and \( h'(y) = h(y) \) for \( y \in \text{Dom}(h) \) \( - \{ m_1, \ldots, m_k \} \). The store \( s[x_1 := n_1, \ldots, x_k := n_k] \) is the same as \( s \) except values for the variables \( x_1, \ldots, x_n \). The heap \( h[m_1 := n_1, \ldots, m_k := n_k] \) is the same as \( h \) except the contents of the memory cells at the addresses \( m_1, \ldots, m_k \).

We will write \( h = h_1 + h_2 \) when \( \text{Dom}(h) = \text{Dom}(h_1) \cup \text{Dom}(h_2) \), \( \text{Dom}(h_1) \cap \text{Dom}(h_2) = \phi \), \( h(x) = h_1(x) \) for \( x \in \text{Dom}(h_1) \), and \( h(x) = h_2(x) \) for \( x \in \text{Dom}(h_2) \). The heap \( h \) is divided into the two disjoint heaps \( h_1 \) and \( h_2 \) when \( h = h_1 + h_2 \).

A state is defined as \((s, h)\). The set \( \text{States} \) is defined as the set of states. The state for pointer program is specified by the store and the heap, since pointer programs manipulate memory heaps as well as variable assignments.

**Definition 3.1** We define the semantics of our base language by the standard model of natural numbers and \( \text{null} = 0 \). That is, we suppose \( [0] = 0, [1] = 1, [+3] = 3, [\times 2] = 2, [=] = (\Rightarrow), \text{and} [<] = (<) \). For a store \( s \), an expression \( e \), and a base formula \( A \), according to the interpretation of a first-order language, the meaning \( s \models A \) is defined as a natural number and the meaning \( A_s \) is defined as true or false. \( e \) and \( A \) are the value of \( e \) under the store \( s \), and the truth value of \( A \) under the store \( s \), respectively.

**Definition 3.2** We define the semantics of our programming language. For a program \( P \), its meaning \( [P] \) is defined as a map from States \( \cup \{ \text{abort} \} \) to \( p \text{(States} \cup \{ \text{abort} \}) \). We will define \( [P']((r_1) \rightarrow e) \) as the set of all the possible resulting states after the execution of \( P' \) with the initial state \( r_1 \) terminates. In particular, if the execution of \( P \) with the initial state \( r_1 \) does not terminate, we will define \( [P']((r_1) \rightarrow \text{empty}) \) as the empty set. \( [P] \) is defined by induction on \( P \) as the smallest set satisfying the following:

\[
[P](\text{abort}) = \{ \text{abort} \},
\[
[p] = e)((s, h)) = \{ (s[x := e], h), \}
\[
\text{if } (b) \text{ then } (P_1) \text{ else } (P_2))((s, h)) = \[
[P_1][(s, h)] \text{ if } [b] = \text{true},
\[
[P_2][(s, h)] \text{ otherwise},
\[
\text{while } (b) \text{ do } (P))((s, h)) = \{ (s, h), \}
\[
[b] = \text{false},
\[
[P_1; P_2][(s, h)] = \{ P_2[P_1](s, h) \}
\[
[x := \text{cons}(e_1, e_2)]((s, h)) = \{
\{ (s[x := n], h[n] := e_1, n + 1 := e_2) \}
\mid n > 0, n, n + 1 \notin \text{Dom}(h) \},
\[
[x := e](s, h)) = \{
\{ (s[x := n], h[n] := e[n]) \}
\mid (s, e) \in \text{Dom}(h),
\[
\{ \text{abort} \}
\text{ otherwise},
\[
[e_1] := e_2((s, h)) = \{ (s, [e_1] := e_2) \}
\mid (s, e_1) \in \text{Dom}(h),
\[
\{ \text{abort} \}
\text{ otherwise},
\[
[\text{dispose}(e)]((s, h)) = \{ (s, h) \text{ Dom}(h) \cup \{ [e] \}) \}
\mid (s, e) \in \text{Dom}(h),
\[
[\text{abort}]
\text{ otherwise}.
\]

**Definition 3.3** We define the semantics of the assertion language. For an assertion \( A \) and a state \((s, h)\), the meaning \( A_s \) is defined as true or false. \( A \) is the truth value of \( A \) at the state \((s, h)\). \( A_s \) is defined by induc-
tation on $A$ as follows:

- $[\text{emp}]_{(s,h)} = \text{true}$ if $\text{Dom}(h) = \phi$,
- $[e_1 = e_2]_{(s,h)} = ([e_1]_{s}) = ([e_2]_{s})$,
- $[e_1 \leftarrow e_2]_{(s,h)} = ([e_1]_{s}) \not\ni e_2$
- $[\text{if} \ (b) \ \text{then} \ (P_1) \ \text{else} \ (P_2)]_{(s,h)} (\text{if})$
- $[A \land B]_{(s,h)} = ([A]_{(s,h)}) \land ([B]_{(s,h)})$,
- $[A \lor B]_{(s,h)} = ([A]_{(s,h)}) \lor ([B]_{(s,h)})$,
- $[A \rightarrow B]_{(s,h)} = ([A]_{(s,h)}) \rightarrow ([B]_{(s,h)})$,
- $[\forall x.A]_{(s,h)} (\forall x)$
- $[\exists x.A]_{(s,h)} (\exists x)$
- $[\exists x:A]_{(s,h)} = \text{true}$ for some $n \in N$,
- $[A + B]_{(s,h)} = \text{true}$ if $h = h_1 + h_2$,
- $[A + B]_{(s,h)} = \text{true}$ if $h = h_1 + h_2$
- $[A \rightarrow B]_{(s,h)} = \text{true}$ if $h = h_1 + h_2$
- $[\exists x.A]_{(s,h)} = \text{true}$ imply $[B]_{(s,h_2)} = \text{true}$
- $[\forall x.A]_{(s,h)} = \text{true}$
- $[\exists x:A]_{(s,h)} = \text{true}$
- $[\exists x:A]_{(s,h)} = \text{true}$ for all $(s, h)$.

We say $A$ is true when $[\exists x:A]_{(s,h)}$ is true for all $(s, h)$.

**Definition 3.4** For an asserted program $\{ A \} P \{ B \}$, its meaning $[\{ A \} P \{ B \}]$ is defined as true or false. $[\{ A \} P \{ B \}]$ is defined to be true if the following hold.

1. For all $(s, h)$, if $[\exists x:A]_{(s,h)} = \text{true}$, then $[P]((s,h)) \not\ni$ abort.
2. For all $(s, h)$ and $(s', h')$, if $[A]_{(s,h)} = \text{true}$ and $[P]((s,h)) \ni (s', h')$, then $[B]((s', h')) = \text{true}$.

We say $\{ A \} P \{ B \}$ is true when $[\{ A \} P \{ B \}] = \text{true}$. $\{ A \} P \{ B \}$ means abort-free partial correctness. $\{ A \} P \{ B \}$ implies partial correctness. It also implies that the execution of the program $P$ with the initial state that satisfies $A$ never aborts, that is, $P$ does not access to any unallocated addresses during the execution.

4 Logical System

This section defines our logical system. It is the same as Reynolds’ system presented in [10].

We will write $A(x := e)$ for the formula obtained from $A$ by replacing $x$ by $e$. We will write the formula $e \rightarrow e_1, e_2$ to denote $(e \rightarrow e_1) \ast (e + 1 \rightarrow e_2)$.

**Definition 4.1** Our logical system is defined by the following inference rules.

\[
\begin{align*}
\{ A[x := e] \} x := e &\quad \text{(assignment)} \\
\{ A \land b \} P_1 \{ B \} &\quad \{ A \land b \} P_2 \{ B \} \quad \text{(if)} \\
\{ A \land b \} P \{ A \} &\quad \{ A \land b \} \text{while} (b) \text{ do } (P) \{ A \land b \} \quad \text{(while)}
\end{align*}
\]

We say $\{ A \} P \{ B \}$ is provable and we write $\vdash \{ A \} P \{ B \}$, when $\{ A \} P \{ B \}$ can be derived by these inference rules.

We explain inference rules by the example of $\{ \text{emp} \} x := \text{cons}(0,0); [x + 1] := 3; \text{dispose}(x) \{ x + 1 \rightarrow 3 \}$. This means that starting from the empty heap, if we allocate two cells at $x$, we put 3 in the cell at $x + 1$, and we deallocate the cell at $x$, then the resulting heap will have only one memory cell at $x + 1$ with its content 3. It is derived by using inference rules as follows. The rule (cons) gives $[\forall x' (x' \leftarrow 0, 0 \Longrightarrow x' \leftarrow 0, 0)] x := \text{cons}(0,0) \{ x \leftarrow 0 \}$. Since $\text{emp} \rightarrow \forall x' (x' \leftarrow 0, 0 \rightarrow x' \leftarrow 0, 0)$ is true, by the rule (consseq), $[\text{emp}] x := \text{cons}(0,0) \{ x \leftarrow 0 \}$ is provable.

The rule (mutation) gives $[\exists x' (x' \leftarrow 0, 0 \rightarrow x' \leftarrow 0, 0)] x := \text{cons}(0,0) \{ x \leftarrow 0 \}$.

We say $\{ A \} P \{ B \}$ is provable, then $\{ A \} P \{ B \}$ is true.

5 Soundness and Completeness Theorems

Our main results are the following theorems. Our completeness theorem is new. For our soundness theorem we give a whole proof in the case study of our system along general ideas already discussed in [10].

**Theorem 5.1 (Soundness)** If $\{ A \} P \{ B \}$ is provable, then $\{ A \} P \{ B \}$ is true.
Theorem 5.2 (Completeness) If \([A] P (B)\) is true, then \([A] P (B)\) is provable.

Their proofs are given in the appendix. We only sketch the proofs here.

The soundness theorem is proved by induction on the given proof of \([A] P (B)\). Intuitively, we will show each inference rule preserves the truth.

For example, we discuss the rule \((\text{comp})\). The rule is

\[
\frac{[A] P_1 (C) \quad [C] P_2 (B)}{[A] P_1 ; P_2 (B)} \quad (\text{comp})
\]

If we know \([A] P_1 (C)\) and \([C] P_2 (B)\) are both true, we know \([A] P_1 ; P_2 (B)\) is true, since the truth of \([A] P_1 ; P_2 (B)\) denotes that from the state where \(A\) is true, if the execution of \(P_1 ; P_2\) reaches some state, then \(B\) is true at the resulting state, and in the execution of \(P_1 ; P_2\) we have some intermediate state after the execution of \(P_1\), where \(P_1\) is true, with which we can use the assumptions for \([A] P_1 (C)\) and \([C] P_2 (B)\).

For another example, we discuss the rule \((\text{mutation})\). It is sufficient to show \(\{ (\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow A) \}\) is true. We assume \(\{ (\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow A) \}\) is true at the initial state \((s, h)\) and the execution of \(e_1\) reaches the final state \((s', h')\). We want to show \(A\) is true at \((s', h')\). By the first assumption, we know the heap \(h\) is divided into the disjoint heaps \(h_1\) and \(h_2\) such that \(h = h_1 + h_2\), \(\exists x (e_1 \rightarrow x)\) is true at \((s, h_1)\), and \(e_1 \rightarrow e_2 \rightarrow A\) is true at \((s, h_2)\). That is, the heap \(h_1\) is split into the first part \(h_1\) which contains only one memory cell at the address \(e_1\) and the second part. By the program execution, the first part is changed so that the content of the cell becomes \(e_2\). Since the second assumption says \(e_1 \rightarrow e_2 \rightarrow A\) is true at the second part of the heap, \(A\) is true at the resulting heap after the program execution.

Once we prove every rule preserves the truth, we know the conclusion of a given proof is true by applying it to each inference in the proof.

The completeness theorem is proved by induction on the program \(P\). The goal is showing a given true asserted program is provable. Intuitively, we will reduce this goal to subgoals for smaller pieces of the given program that state true asserted subprograms of the given program are provable. If we show that for each program construction a true asserted program is provable by using the assumption that all the asserted subprograms are provable, we can say any given true asserted program is provable. The proof will use the expressiveness of our language, which is proved as Theorem 6.12 in the next section.

For example, we discuss the rule \((\text{comp})\). Suppose \([A] P_1 ; P_2 (B)\) is true. We have to construct a proof of \([A] P_1 ; P_2 (B)\). In order to do that, we have to find some assertion \(C\) such that \([A] P_1 (C)\) is true and \([C] P_2 (B)\) is true. If we find the assertion \(C\), since \(P_1\) and \(P_2\) are smaller pieces of the given program \(P_1 ; P_2\), we can suppose \([A] P_1 (C)\) and \([C] P_2 (B)\) are both provable, and by the rule \((\text{comp})\), we have a proof of \([A] P_1 ; P_2 (B)\). In order to find the assertion \(C\), we will use the expressiveness given by Theorem 6.12, to take the weakest precondition \(\mathit{WP}_a (B)\) for \(P_a\) and \(B\) as the assertion \(C\).

The expressiveness theorem will also be necessary for the case for \([A]\) while \((b)\) do \((P) (B)\) in order to find the intermediate assertion \(C\) such that \(A \rightarrow C\), \([C \land b] P (C)\), and \(C \land \neg b \rightarrow B\) are true.

For another example, we discuss the rule \((\text{mutation})\). Suppose \([A] [e_1] := e_2 (B)\) is true. We have to construct a proof of \([A] [e_1] := e_2 (B)\). For this purpose, it is sufficient to show \(A \rightarrow ((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B))\) is true, since we have the axiom \((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B)\) \([e_1] := e_2 (B)\) and by the rule \((\text{consq})\) with \(A \rightarrow ((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B))\), we have a proof of \([A] [e_1] := e_2 (B)\). In order to show \(A \rightarrow ((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B))\) is true, we assume \(A\) is true at \((s, h)\) and we will show \((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B)\) is true at \((s, h)\). Since \([A] [e_1] := e_2 (B)\) is true, the execution of the statement \([e_1] := e_2 (B)\) does not return the abort. Hence \(h\) contains the memory cell at the address \(e_1\). Since \(B\) is true at the heap after the content of the cell at the address \(e_1\) is changed to \(e_2\), the assertion \((e_1 \rightarrow e_2 \rightarrow B)\) is true for the heap obtained from \(h\) by removing the cell at the address \(e_1\). Hence \((\exists x (e_1 \rightarrow x)) \rightarrow (e_1 \rightarrow e_2 \rightarrow B)\) is true at \((s, h)\).

6 Expressiveness Theorem

This section proves the expressiveness theorem. We will first define the base formulas \(\mathit{Store}_{\mathit{eq}} (m)\) and \(\mathit{Heap}_{\mathit{eq}} (m)\) for describing the current store and the current heap respectively.

Next we will provide the base formulas \(\mathit{EEVal}_{A, \mathit{eq}} (n, k)\) and \(\mathit{BEVal}_{A, \mathit{eq}} (n)\), which express the meaning of the expression \(e\) and the base formula \(A\) respectively. Then we will define the base formula \(\mathit{HEVal}_A (m)\) for expressing the meaning of the assertion \(A\) at the heap by \(m\). By using it, we will define the base formula \(\mathit{Eval}_{A, \mathit{eq}} (n, m)\), which expresses the meaning of the assertion \(A\). We will also define the base formula \(\mathit{Exec}_{P, \mathit{eq}} (n, m)\) for the meaning of the program \(P\). Finally we will define the base formula \(\mathit{WP}_A (\mathit{eq})\) for the weakest precondition of the program \(P\) and the assertion \(A\), and we will prove the expressiveness theorem that states \(\mathit{WP}_A (\mathit{eq})\) indeed expresses the weakest precondition.

We assume a standard surjective pairing function on natural numbers. For natural numbers \(n, m\), we will write \((n, m)\) to denote the number that represents the pair of \(n\) and \(m\). We also assume a standard surjective coding of a sequence of natural numbers by a natural number. We will write \((n_1, \ldots, n_k)\) for the number that represents the sequence \(n_1, \ldots, n_k\). When the number \(n\) represents a sequence, \(\mathit{Ln}(n)\) and \(\langle n \rangle_i\) denote the length of the sequence and the \(i\)-th element of the sequence respectively.
The following predicates for handling sequences are known to be definable in the language of Peano arithmetic.

\( \text{Pair}(k, n, m) \) is defined to hold if \( k \) is the number that represents the pair of \( n \) and \( m \). \( \text{Lh}(n, k) \) is defined to hold if \( k \) is the length of the sequence represented by \( n \). That is, \( \text{Lh}(n_1, \ldots, n_k) \) holds. \( \text{Elem}(n, i, k) \) is defined to hold if \( k \) is the \( i \)-th element in the sequence represented by \( n \). That is, \( \text{Elem}(n_1, \ldots, n_k), i = 1, n_i \) holds. Note that \( i \) ranges over \( \{0, 1, \ldots, k - 1 \} \).

We code the piece of the store \( s \) for variables \( x_1, \ldots, x_k \) by the number \( n_1, \ldots, n_k \) where \( s(x_i) = n_i \). We code the heap \( h \) by the number \( m_1, \ldots, m_k \) where \( \text{Dom}(h) = \{n_1, \ldots, n_k \} \) and \( m_1 \) is the number that represents the pair of \( n_1 \) and \( h(n_1) \). We code the result of a program execution by coding abort and \( (s, h) \) by 0 and \( k + 1 \) respectively where the piece of \( s \) is coded by \( n \), \( h \) is coded by \( m \), and \( k \) is the pair of numbers \( n \) and \( m \). We allow doubled elements and elements for the address 0 in a sequence for simplicity when we use the sequence to represent a heap. For example, \( (0, 5), (1, 3), (1, 3) \) as well as \( (1, 3) \) represents the heap \( h \) where \( \text{Dom}(h) = \{1\} \) and \( h(1) = 3 \).

We say \( A \) is true at \( (s, h) \) when \( [A]_{(s, h)} = \text{true} \). \( A \leftrightarrow B \) is defined as \( (A \rightarrow B) \land (B \rightarrow A) \).

0 sometimes denotes the store that maps every variable to 0, that is, \( 0(x) = 0 \) for all variables \( x \). 0 sometimes denotes the empty heap, that is, \( \phi(x) \) is undefined for all \( x \in N \).

We define the following base formulas.

\[
\text{Lesslh}(i, n) \equiv \exists x (\text{Lh}(n, x) \land i < x),
\text{Addseq}(k, n, m) \equiv \exists x (\text{Lh}(n, x) \land \text{Lh}(m, x + 1)) \land
\text{Elem}(m, 0, k) \land
\forall x (\text{Lesslh}(y, n) \land \text{Elem}(y, x)) \land
\neg \text{Elem}(m, y + 1, x)).
\]

\( \text{Lesslh}(i, n) \) means \( i < \text{lh}(n) \). \( \text{Addseq}(k, n, m) \) means \( (k) \cdot n = m \) where \( \cdot \) denotes the concatenation of sequences.

**Definition 6.1** We define the base formulas:

\[
\text{Store}_{x_1, \ldots, x_n}(m) \text{ and } \text{Heap}(m).
\]

\[
\text{Store}_{x_1, \ldots, x_n}(m) = \text{Lh}(m, n) \land \text{Elem}(m, 0, x_1) \land \ldots \land \text{Elem}(m, n - 1, x_n),
\text{Lookup}(m, l, k) = \exists y (\text{Lesslh}(y, m) \land y \neq 0 \land
\text{Elem}(y, z) \land \text{Pair}(z, l, k)),
\text{Heap}(m) = \forall x (\text{Lookup}(m, x, y) \leftrightarrow (x \leftrightarrow y \neq 0)).
\]

\( \text{Store}_{x_1, \ldots, x_n}(m_1, \ldots, m_n) \) means \( s(x_i) = m_i \) where \( s \) is the current store. \( \text{Lookup}(m, l, k) \) means \( h(l) = k \) where \( m \) represents the heap \( h \). \( \text{Heap}((l_1, \ldots, l_k)) \) means \( \text{Dom}(h) = \{l_1, \ldots, l_k \} \) and \( h(l_i) = n_i \) where \( h \) is the current heap.

**Definition 6.2** We define the base formulas \( \text{EEval}_{e, \mathcal{P}}(n, k) \) for the expression \( e \) and \( B\text{Eval}_{A, \mathcal{P}}(n) \) for the base formula \( A \) where we suppose \( \mathcal{P} \) includes \( \text{FV}(e) \) and \( \text{FV}(A) \) respectively.

\[
\text{EEval}_{e, \mathcal{P}}(n, k) = \exists y (\text{Store}_{\mathcal{P}}(n) \land e = k),
\text{BEval}_{A, \mathcal{P}}(n) = \exists y (\text{Store}_{\mathcal{P}}(n) \land A).
\]

\( \text{EEval}_{e, \mathcal{P}}(n, k) \) means \( [e]_{(n, k)} = k \) where \( n \) represents the store \( s \). \( \text{BEval}_{A, \mathcal{P}}(n) \) means \( [A]_s = \text{true} \) where \( n \) represents the store \( s \).

We define the following base formulas.

\[
\text{Pair}(z, x, y) = \exists w (z = w + 1 \land \text{Pair}(w, x, y)),
\text{Domain}(k, n) = \exists y (\text{Lookup}(m, k, y)),
\text{Separate}(m, m_1, m_2) = \forall x (\exists y (\text{Elem}(m, y, x) \land
\neg \text{Elem}(m_1, y, x) \land
\text{Elem}(m_2, y, x)) \land
\forall x (\text{Lookup}(m_1, x, y) \land
\neg \text{Lookup}(m_2, x, y)).
\]

\( \text{Domain}(k, n) \) means \( k \in \text{Dom}(h) \) where \( m \) represents the heap \( h \). \( \text{Separate}(m, m_1, m_2) \) means \( h = h_1 + h_2 \) where \( m_1 \) and \( m_2 \) represent the heaps \( h_1, h_2 \) and \( h_2 \) respectively.

**Definition 6.3** We define the base formula \( \text{HEval}_{A}(x) \) for the assertion \( A \) by induction on \( A \).

\[
\text{HEval}_{A}(m) = A \quad (A \text{ is a base formula}),
\text{HEval}_{\text{emp}}(m) = \neg \exists y (\text{Lookup}(m, x, y)),
\text{HEval}_{e_1 \cdots e_k}(m) = e_1 > 0 \land
\text{HEval}_{A}(m) = \neg \text{HEval}_{A}(m),
\text{HEval}_{A \lor B}(m) = \text{HEval}_{A}(m) \land \text{HEval}_{B}(m),
\text{HEval}_{A \land B}(m) = \text{HEval}_{A}(m) \lor \text{HEval}_{B}(m),
\text{HEval}_{A}(m) = \forall x (\text{HEval}_{A}(m)),
\text{HEval}_{\exists x A}(m) = \exists x \text{HEval}_{A}(m),
\text{HEval}_{A \land B}(m) = \forall y (\text{HEval}_{A}(m) \land
\text{HEval}_{B}(m)),
\text{HEval}_{A \lor B}(m) = \forall y (\text{HEval}_{A}(y) \land
\text{HEval}_{B}(y)),
\text{HEval}_{A \rightarrow B}(m) = \forall y (\text{HEval}_{A}(y) \land
\text{HEval}_{B}(y)).
\]

\( \text{HEval}_{A}(m) \) means \( [A]_{(s, h)} = \text{true} \) where \( s \) is the current store and \( m \) represents the heap \( h \).

**Definition 6.4** We define the base formula \( \text{Eval}_{A, \mathcal{P}}(n, m) \) for the assertion \( A \). We suppose \( \mathcal{P} \) includes \( \text{FV}(A) \).

\[
\text{Eval}_{A, \mathcal{P}}(n, m) = \exists y (\text{Store}_{\mathcal{P}}(n) \land \text{HEval}_{A}(m)).
\]

\( \text{Eval}_{A, \mathcal{P}}(n, m) \) means \( [A]_{(n, m)} = \text{true} \) where \( n \) represents the store \( s \) and \( m \) represents the heap \( h \).

We define the following base formulas.

\[
\text{New}(n, m) = n > 0 \land \neg \text{Domain}(n, m) \land
\neg \text{Domain}(n + 1, m),
\text{ChangeStore}(x_1, \ldots, x_n, x, m_1, k, m_2) = \text{Lh}(m_1, n + 1) \land \text{Lh}(m_2, n + 1) \land
\forall x (y < n + 1 \land y \neq i \land \text{Elem}(m_1, y, x) \land
\text{Elem}(m_2, y, x)).
\]
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\(\text{ChangeHeap}(m_1, l, k, m_2) = \forall x y (x \neq l \rightarrow \exists \text{lookup}(m_1, x, y) \leftarrow \text{lookup}(m_2, x, y))\)
\(\land \text{lookup}(m_2, l, k)\),
\(\text{EqHeap}(m_1, m_2) = \forall x y (\text{lookup}(m_1, x, y) \leftarrow \text{lookup}(m_2, x, y)).\)

\(\text{New2}(n, m)\) means \(n\) is the address of free cells in \(m\) where \(m\) represents the heap \(h\). That is, the address \(n\) can be used by the next \(x\) := cons(e1, e2) statement. ChangeStore_{x_1, \ldots, x_n}((m_1, k, m_2))\) means \(m_2\) represents the store \(s[x_i := k]\) where \(m_1\) represents the store \(s\). ChangeHeap((m_1, l, k, m_2)) means \(m_2\) represents the heap \(h[l := k]\) where \(m_1\) represents the heap \(h\). EqHeap((m_1, m_2)) means \(m_1\) and \(m_2\) represent the same heap.

We define the following base formula.
\[\text{EqResult}(n_1, n_2) = n_1 = n_2 \lor n_1 > 0 \land n_2 > 0 \land \exists y_1 y_2 \left(\text{Pair2}(n_1, x, y_1) \land \text{Pair2}(n_2, x, y_2) \land \text{EqHeap}(y_1, y_2)\right).\]

We say the number \(n\) represents the result \(r\) if \(r = \text{ab}\) and \(n = 0 \lor r = (s, h)\) and \(n = (m, k) + 1\) where \(m\) represents the store \(s\) and \(k\) represents the heap \(h\). EqResult(n_1, n_2) means \(n_1\) and \(n_2\) represent the same result.

**Definition 6.5**
We define the base formula Exec_{p, A}((m, n)) by induction on the program \(P\) in Figure 1. Exec_{p, A}((n_1, n_2)) means \([P]((r_1) \Rightarrow r_2)\) where \(n_1\) and \(n_2\) represent \(r_1\) and \(r_2\) respectively and \(n_1\) and \(n_2\) contain store information for variables \(\mathcal{T}\).

We define the following abbreviations. Note that they are not formulas.
\[\text{Storecode}_{x_1, \ldots, x_n}(m, s) = \text{Lh}(m, n) \land \forall i < n (\text{Elem}(m, i, s(x_{i+1})))\]
\[\text{Heapcode}(m, h) = \forall l n (l = n \Rightarrow \text{lookup}(m, l, n))\]
\[\text{Result}_{\mathcal{T}}(n, r) = n = 0 \lor r = \text{ab} \lor n > 0 \land \exists h z \left(r = (s, h) \land \text{Pair2}(n, y, z) \land \text{Code}_{\mathcal{T}}(y, s) \land \text{Heapcode}(z, h)\right)\]

\(\text{Storecode}_{x_1, \ldots, x_n}(m, s)\) means the number \(m\) is the code that represents the store \(s\) for variables \(x_1, \ldots, x_n\). Heapcode(m, h) means the number \(m\) is the code that represents the heap \(h\). Result_{\mathcal{T}}(n, r) means the number \(n\) represents the result \(r\).

The next lemma shows that the base formulas \(\text{EVal}_{\mathcal{T}}(n, k), \text{BEval}_{\mathcal{A}}(n), \text{HEval}_{\mathcal{A}}(m), \text{Eval}_{\mathcal{T}}(n, m),\) and \(\text{Exec}_{\mathcal{T}}(n_1, n_2)\) actually have the meaning we explained above.

**Lemma 6.6**
(1) \(\text{EVal}_{\mathcal{T}}(n, k)\) is true if and only if \(\exists s (\text{Storecode}_{\mathcal{T}}((s, h)) \land [s]_{\mathcal{T}} = k)\).
(2) \(\text{BEval}_{\mathcal{A}}(n)\) is true if and only if \(\exists s (\text{Storecode}_{\mathcal{T}}((s, h)) \land [A]_{\mathcal{A}} = s)\).

(3) \(\text{Heapcode}(m, h) \Rightarrow [\text{HEval}_{\mathcal{A}}(m)]_{s} = [A]_{s} h\).
(4) \(\text{Eval}_{\mathcal{A}}(n, m)\) is true if and only if \(\exists s (\text{Storecode}_{\mathcal{T}}((n, n)) \land \text{Heapcode}(m, h) \land [A]_{s} h = m)\).
(5) \(\text{Exec}_{\mathcal{T}}(n_1, n_2)\) is true if and only if \(\forall r \exists r_2 \left(\text{Result}_{\mathcal{T}}(n_1, r_1) \land [P](r_1) \Rightarrow r_2 \land \text{Result}_{\mathcal{T}}(n_2, r_2)\right)\).

Its proof is given in the appendix. They can be straightforwardly proved by using their definitions.

**Definition 6.7**
For a program \(P\) and an assertion \(A\), the weakest precondition for \(P\) and \(A\) under the standard interpretation is defined as the set \(\{s, h\} | \forall r \exists r_2 \left(\text{Result}_{\mathcal{T}}(n_1, r_1) \land [P](r_1) \Rightarrow r_2 \land \text{Result}_{\mathcal{T}}(n_2, r_2)\right)\). Its proof is given in the appendix. They can be straightforwardly proved by using their definitions.

**Definition 6.8**
We define the base formula \(W_{P, A}(\mathcal{T})\) for the program \(P\) and the assertion \(A\). We fix some sequence \(\mathcal{T}\) of the variables in \(FV(P, A)\).
\[W_{P, A}(\mathcal{T}) = \forall x y z w ((\text{Store}_{\mathcal{T}}(x) \land \text{Heap}(y) \land \text{Pair2}(z, x, y) \land \text{Exec}_{\mathcal{T}}(z, w, \Rightarrow w) \Rightarrow \exists y_1 z_1 ((\text{Pair2}(w, y_1, z_1) \land \text{Eval}_{\mathcal{T}}(y_1, z_1))))\]
\(W_{P, A}(\mathcal{T})\) means the weakest precondition for \(P\) and \(A\). That is, \(W_{P, A}(\mathcal{T})\) gives the weakest assertion \(W\) such that \(\{W\} P(A)\) is true. Note that all the free variables in \(W_{P, A}(\mathcal{T})\) are \(\mathcal{T}\) and they appear only in \(\text{Store}_{\mathcal{T}}(x)\).

For a set \(V\) of variables, \(s \Rightarrow V^\prime\) is defined to hold if \(s(x) = s'(x)\) for all \(x \in V\). \(s = V^\prime (s', h')\) is defined to hold if \(s \Rightarrow V^\prime\) and \(h = h'\).

The next lemma will be used in the proof of Lemma 6.10. It shows that the store information involved in the execution of \(P\) is only the information for the variables actually appearing in \(P\).

**Lemma 6.9**
Suppose \(s = V^\prime (s', h^\prime)\). If \(s(x) = s'(x)\) for all \(x \in V\) such that \(s'(x) \neq x(x)\) for \(x \notin FV(P)\). If \(s = V^\prime (s', h^\prime)\) and \(s'(x) \neq x(x)\) for \(x \notin FV(P)\).

**Proof.** They are prove by induction on \(P\). \(\Box\).

The next lemma says that \(W_{P, A}(\mathcal{T})\) indeed describes the weakest precondition for \(P\) and \(A\).

**Lemma 6.10**
(1) \(\{W_{P, A}(\mathcal{T})\} P(A)\) is true.
(2) If \(\{W\} P(A)\) implies \(r \neq \text{ab}\) and \(\{A\} r = \text{true}\) for all \(r\), then \(\{W_{P, A}(\mathcal{T})\} P(A) = \text{true}\).
(3) If \(A\) \(\Rightarrow P\) \(\Rightarrow B\) is true, then \(A \Rightarrow W_{P, B}(\mathcal{T})\) is true.

Its proof is given in the appendix. Lemmas 6.6 and 6.9 are used there.

**Definition 6.11**
We say our assertion language is expressive for our programming language under the standard interpretation, when for every program \(P\) and assertion \(A\), there is a formula \(W\) such that \([W]\{s, h\} = \text{true}\) if and only if \(s, h\) is in the weakest precondition for \(P\) and \(A\) under the standard interpretation.
Theorem 6.12 (Expressiveness) Our assertion language is expressive for our programming language under the standard interpretation.

Proof. Since Lemma 6.10 (1) and (2) show \( W_{P,A}(\mathcal{P}) \) defines the weakest precondition for \( P \) and \( A \) under the standard interpretation, the weakest precondition is definable in our language. □

7 Application to Real System

In this section, we discuss possibility of applying our theoretical results to the system implemented in [8].

Our results in this paper will give a starting point to prove completeness of the core system of existing practical systems for pointer program verification. Our current target system is the system presented by [8]. We will compare that system and our system and discuss possibility of applying our results to that system.

We can list the difference between them as follows. For the programming languages, (1) recursive procedure calls, (2) data types such as int, bool, float, and void, (3) user defined data types such as lists and trees. For the assertion languages, (4) user defined predicates and their lemmas, (5) two sorts (pointers and numbers), (6) Presburger arithmetic, (7) restricted disjunction normal forms, (8) approximation to pure logic.

Recursive procedure calls will be the next challenge. They have been intensively studied for Hoare’s logic for while programs [1]. Combining those results in while programs together with our results, our framework will enable a completeness result for an extension with recursive procedure calls in separation logic.
Data types such as int, bool, float, and void are not essential difference. Our results can be extended to them by small modification.

In order to handle user defined data types that are needed for building data structures, such as lists and trees, we have to extend our programming language and assertion language. They are coded by cons(e₁, e₂), so the soundness theorem will be proved straightforwardly. We have to prove the completeness theorem again since it depends on rules for user defined data types, but the key ideas in our results remains applicable.

User defined predicates and their lemmas gives logical difference, that is, the proof theoretic strength is changed by them. However, by extending our assertion languages with generalized inductive definitions [11], our results can immediately show the completeness theorem for the extension, since we assume all true assertions in the theorem.

A two-sorted system is used in their programming language and assertion language. In general, a many-sorted system is often used in programming languages and assertion languages. For example, each pointer type is typically distinct from the number type. In contrast, our system is based on a one-sorted system where a pointer is also a number. However, our results can directly apply to a two-sorted system by assigning a number to each location and coding a pointer by a unique number.

Only Presburger arithmetic is allowed in their system. Since our results rely on intensive coding by Peano arithmetic, our results do not directly apply to a system with Presburger arithmetic. Moreover, [1] showed that a system with Presburger arithmetic is inherently incomplete. Our results can show completeness results of their system extended with generalized inductive definitions [11], our results can show completeness results of their system extended with Peano arithmetic. They are coded by cons(e₁, e₂), so the soundness theorem is defined by induction on P as the smallest partial map satisfying the following:

\[ [P]((\text{abrupt})) = \text{abrupt}, \]
\[ [x := e][((s, h)) = (s[x := [e]_{s}], h), \]
\[ \text{if} (b) \text{then} (P_1) \text{else} (P_2)(((s, h)) = \]
\[ [P_1]((s, h)) \text{ if } [b]_s = \text{true}, \]
\[ [P_2]((s, h)) \text{ otherwise}, \]
\[ \text{while} (b) \text{ do} (P_1)(((s, h)) = \]
\[ [P_1][((s, h))] \text{ if } [b]_s = \text{false}, \]
\[ \text{while} (b) \text{ do} (P_2)(((s, h)) \text{ otherwise}, \]
\[ [P_1; P_2](s, h) = [P_2][[P_1][((s, h))]], \]
\[ [x := \text{cons}(e_1, e_2)][((s, h)) = \]
\[ (s[x := n], h[n := [e_1]_{s}, n + 1 := [e_2]_{s}]), \]
where n is the smallest number such that n > 0 and n, n + 1 \∉ Dom(h),
\[ [x := e][((s, h)) = \]
\[ (s[x := h[e]_{s}], h) \text{ if } [e]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}, \]
\[ [[e_1] := e_2][(s, h)] = \]
\[ (s, h[[e_1]_{s} := [e_2]_{s}]), \text{ if } [e_1]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}, \]
\[ \text{dispose}(e)[((s, h)) = \]
\[ (s, h)\text{Dom}(h) - \{l[0]_{s}\} \text{ if } [e]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}. \]

The difference from the semantics in Definition 3.2 comes from the meaning of the statement x := cons(e₁, e₂). In the above definition, the resulting state after the execution

8 Deterministic Semantics

This section studies deterministic semantics and shows completeness and soundness under deterministic semantics.

Reynolds assumed his program semantics is nondeterministic. On the other hand, some real system runs deterministically. In this section, we will discuss deterministic program semantics and show its completeness.

The nondeterminism in his semantics came from the x := cons(e₁, e₂) statement. Its execution finds new free cells in memory space and allocates them. The choice of the free cells is not specified. On the other hand, in our deterministic semantics, the choice is specified. For simplicity, we suppose the execution chooses the first free cells in memory space, that is, the x := cons(e₁, e₂) statement allocates the address n that is the smallest natural number such that n > 0 and n, n + 1 are not used in the heap.

In deterministic semantics, the asserted program \{1 \mapsto 5\}x := cons(0, 0); y = cons(0, 0){x = 2 \land y = 4} becomes true. On the other hand, we will have only a restricted frame rule

\[ \{ A \} P \{ B \} \]
\[ \{ A \ast C \} P \{ B \ast C \} \]

with the additional side condition stating that the program P does not contain any allocation statements x := cons(e₁, e₂).

We define the deterministic semantics of our program language. For a program P, its meaning \([P]\) is defined as a partial map from States ∪ \{abort\} to States ∪ \{abort\}. When the execution of P with the initial state \(r_1\) terminates with the resulting state \(r_2\), we will define \([P](r_1) = r_2\). If the execution of P with the initial state \(r_1\) does not terminate, \([P](r_1)\) becomes undefined. \([P]\) is defined by induction on P as the smallest partial map satisfying the following:

\[ \{ P \}(\text{abrupt}) = \text{abrupt}, \]
\[ \{ x := e \}[[((s, h))] = (s[x := [e]_{s}], h), \]
\[ \text{if} (b) \text{then} (P_1) \text{else} (P_2)\]
\[ \{ P_1 \}(\{ s, h \}) \text{ if } [b]_s = \text{true}, \]
\[ \{ P_2 \}(\{ s, h \}) \text{ otherwise}, \]
\[ \text{while} (b) \text{ do} (P_1)(\{ s, h \}) = \]
\[ \text{while} (b) \text{ do} (P_2)(\{ s, h \}) \text{ otherwise}, \]
\[ \{ P_1; P_2 \}(s, h) = [P_2][[P_1][((s, h))]], \]
\[ \{ x := \text{cons}(e_1, e_2) \}((s, h)) = \]
\[ (s[x := n], h[n := [e_1]_{s}, n + 1 := [e_2]_{s}]), \]
where n is the smallest number such that n > 0 and n, n + 1 \∉ Dom(h),
\[ \{ x := e \}[[((s, h))] = \]
\[ (s[x := h[e]_{s}], h) \text{ if } [e]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}, \]
\[ [[e_1] := e_2][((s, h))] = \]
\[ (s, h[[e_1]_{s} := [e_2]_{s}]), \text{ if } [e_1]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}, \]
\[ \text{dispose}(e)[((s, h))] = \]
\[ (s, h)\text{Dom}(h) - \{l[0]_{s}\} \text{ if } [e]_s \in \text{Dom}(h), \]
\[ \text{abrupt otherwise}. \]
of the statement \( x := \text{cons}(e_1, e_2) \) is uniquely determined by using the smallest number \( n \).

Our assertion language is extended by adding the predicate symbol New so that its formulas are defined by

Formulas \( A := \text{New}(c) \) for \( c \in e \) if

\[
\begin{align*}
\neg A & \rightarrow A
\\
A \land A/A & \rightarrow A
\\
\forall x A \land A & \rightarrow A[\exists x A] \land A + A & \rightarrow A
\\
\text{New}(c) & \rightarrow \text{true}
\end{align*}
\]

New\((c)\) means to hold if and only if the variables, which have been intensively analyzed for while

\[
\text{procedure calls with call-by-name parameters and global results of various extensions of our system such as recursive}
\]

well as practically efficient.

Future work will be proving completeness re-

\[\{\exists x' \langle \text{New}(x') \land (x' \mapsto e_1, e_2) \rightarrow A[x := x'] \rangle \rangle \}
\]

Theorem 8.1 (Soundness) If \( \{ A \} P \{ B \} \) is provable in the system with \( \text{New}(c) \), then \( \{ A \} P \{ B \} \) is true under deterministic semantics.

Theorem 8.2 (Completeness) If \( \{ A \} P \{ B \} \) is true under deterministic semantics, then \( \{ A \} P \{ B \} \) is provable in the system with \( \text{New}(c) \).

They are proved in a similar way to Theorems 5.1 and 5.2 respectively.

9 Conclusion

We have shown the completeness theorem of the pointer program verification system by separation logic presented by Reynolds. For this purpose, we have also proved the expressiveness theorem of Peano-arithmetical language for the system under the standard interpretation. We have also discussed deterministic semantics for the system, introduced the predicate that represents the next new cell, and shown the soundness and the completeness of the system under deterministic semantics.

Future work will be proving the completeness of the core of the system presented in [8] by extending our results. We will have to extend our system to support recursive procedure calls with call-by-value parameters and inductive definitions. We will also have to restrict our system from a one-sorted system to a two-sorted system. On the other hand, the core of their system will have to be designed so that the assertion language of the core system will include Peano arithmetical language and the core system does not contain the approximation to pure logic. Consequently we will know the minimum assertion language for the completeness of their system, which could be theoretically complete as well as practically efficient.

Another future work will be proving completeness results of various extensions of our system such as recursive procedure calls with call-by-name parameters and global variables, which have been intensively analyzed for while programs in several papers [1, 5, 7].

References


Appendix

A Proof of Theorem 5.1

Lemma A.1 \[ [A]_r = [A]_{(s,h)} \] for a base formula \( A \) where the left-hand side is the semantics for the base language and the right-hand side is the semantics for the assertion language.

Proof. By induction on \( b \). \( \square \)

Proof of Theorem 5.1.

By induction on the proof. We consider cases according to the last rule.

Case (assign). Let \( P \) be \( x := e \). Assume \([A[x := e]]_{(s,h)} = \) true. Let \( n \) be \([e]_r \). By the definition of \([x := e] \), we have \([P']_{(s,h)} = \{s_1 \} \) where \( s_1 = s[x := n] \). Since \([A[x := e]]_{(s_1,h)} = [A]_{(s_1,h)} \), we have \([A]_{(s_1,h)} = \) true. Hence \([A[x := e]]_{(s,h)} x := e(A) = \) true.

Case (if). Assume \([A]_{(s,h)} = \) true and \([P']_{(s,h)} \ni r \). We will show \( r \neq \) abort and \([B]_r = \) true.

Case 1. \([b]_r \ni false \). By Lemma A.1, we have \([A \land b]_{(s,h)} = \) true. By the definition we have \( r \in [P']_{(s,h)} = [P]_{(s,h)} \). By induction hypothesis for the first assumption, \([A \land b]_P B \) is true. Hence we have \( r \neq \) abort and \([B]_r = \) true.

Case 2. \([b]_r = false \). We have \([while (b) \ni (s,h)] \ni \{s_1 \} \). Since \( r = (s,h) \), we do not abort. By Lemma A.1, we have \([b]_{(s,h)} = \) false. Hence we have \([A \land b]_{(s,h)} = \) true.

Therefore \([A]_{(s,h)} (s \neq \) abort \( \land [B]_r = \) true \( \) is true.

Case (while). Assume \([A]_{(s,h)} = \) true and \([P]\{r_1 \} \ni r \). We will show \( r \neq \) abort and \([B]_r = \) true.

By the definition, \([P]\{r_1 \} = [P][P]_{(s,h)} \). We have \( r_1 \) such that \([P](s,h) \ni r_1 \) and \([while (b) \ni (r_1)] \ni \). By induction hypothesis for the first assumption, \([A]_P B \) is true. Hence we have \( r_1 \neq \) abort and \([C]_{r_1} = \) true. By induction hypothesis for the second assumption, \([C]_B \) is true. Since \( r \in [P]\{r_1 \} \), we have \( r \neq \) abort and \([B]_r = \) true. Hence \([A]_P B \) is true.

Case (comp). Assume \([A]_{(s,h)} = \) true and \([P]\{r_1 \} \ni r \). We will show \( r \neq \) abort and \([B]_r = \) true.

By the definition, \([P]\{r_1 \} = [P]_{(s,h)} \). We have \( r_1 \) such that \([P]_{(s,h)} \ni r_1 \) and \([while (b) \ni (r_1)] \ni \). By induction hypothesis for the first assumption, \([A]_P B \) is true. Hence we have \( r_1 \neq \) abort and \([C]_{r_1} = \) true. By induction hypothesis for the second assumption, \([C]_B \) is true. Since \( r \in [P]\{r_1 \} \), we have \( r \neq \) abort and \([B]_r = \) true. Hence \([A]_P B \) is true.

Case (cons). Assume \([\forall x \ni (x \ni s_1) \ni (x := x')]_{(s,h)} = \) true and \([x := cons(e_1,e_2)]_{(s,h)} \ni \). We will show \( r \neq \) abort and \([A]_r = \) true.

Let \( P \) be \( x := cons(e_1,e_2) \), \( n_1 \) be \([e_1]_r \), and \( n_2 \) be \([e_2]_r \). By the definition of \([P] \), \( r \neq \) abort and \( r = (s_1,h_1) \) where \( s_1 = s[x := n] \) and \( h_1 = h[n := n_1,n + 1 := n_2] \) for some \( n \) such that \( n > 0 \) and \( n \neq 1 \) \( \in Dom(h) \). By \([\forall x \ni (x \ni s_1) \ni (x := x')]_{(s,h)} \ni \), we have \([x \ni e_1,e_2 \ni A[x := x']]_{(s,h)} = \) true where \( s' = s[x := n] \). Let \( h_2 = h[n := n_1,n + 1 := n_2] \). We have \( h = h = h \). Then \([x \ni e_1,e_2 \ni A[x := x']]_{(s,h)} = \) true since \( x' \neq \) \( Cons(e_1,e_2) \). Since \([x \ni e_1,e_2 \ni A[x := x']]_{(s,h)} = \) true, we have \([A[x := x']]_{(s,h)} = \) true. Hence \([A]_{(s_1,h_1)} = \) true, since \( x' \neq \) \( Cons(A) \).

Case (lookup). Assume \([\exists x \ni (x \ni x \ni A[x := x'])_{(s,h)} = \) true and \([x := cons(e_1,e_2)]_{(s,h)} \ni \). We will show \( r \neq \) abort and \([A]_r = \) true.

Let \( n \) be \([e_1]_r \). From the assumption, we have some \( n_1 \) such that \([e_1 \ni x'] \ni (x \ni x \ni A[x := x'])_{(s,h)} = \) true where \( s' = s[x := n] \). Hence we have \( h_1 = h_2 \) such that \( h = h_1 = h_2, [e \ni x']_{(s,h_1)} = \) true, and \([e \ni x \ni A[x := x']]_{(s,h_2)} = \) true. Hence \([x \ni x \ni A[x := x']]_{(s,h)} = \) true. Since \( x' \neq \) \( Cons(e_1,e_2) \), \( [e]_r = \) \( [e]_r \) \( = \) \( \). Hence \( Dom(h_1) = \{n\} \) and \( h_1(n) = n_1 \). Since \( n \in Dom(h) \), \( r \neq \) abort and \( r = (s_1,h_1) \) where \( s_1 = s[x := n_1] \). Since \( A[x := x']_{(s_1,h_1)} = \) \([x := x']_{(s_1,h_1)} = \) \( \neq \) \( Cons(A) \), we have \([A]_{(s_1,h_1)} = \) true.

Case (mut). Assume \([\exists x \ni (e \ni x \ni A[x := x'])_{(s,h)} = \) true and \([x := cons(e_1,e_2)]_{(s,h)} \ni \). We will show \( r \neq \) abort and \([A]_r = \) true.

Let \( n \) be \([e_1]_r \) and \( n_2 \) be \([e_2]_r \). By the assumption, we have \( h_1,h_2 \) such that \( h = h_1 = h_2, [\exists x \ni (e \ni x \ni A[x := x'])_{(s,h_1)} = \) true, and \([e \ni e_1 \ni A[x := x']]_{(s,h_2)} = \) true. Hence we have some \( n_1 \) such that \([e_1 \ni x \ni A[x := x']]_{(s,h_1)} = \) true where \( s' = s[x := n_1] \). Since \([e_1]_{s'} = \) \([e_1]_n \) \( = \) \( x \neq \) \( Cons(e_1,e_2) \), we have \([h_1]_{(s,h)} = \{n\} \) and \( h_1(n) = n_1 \). Since \( n \in Dom(h) \), \( r \neq abort \)
and \( r = (s, h') \) where \( h' = h[n := n_2] \). Then \( h' = h_1 + h_2 \). Let \( h'' \) be \( \phi[n := n_2] \). Then \( h'' = h_1' + h_2' \). Let \( \epsilon_1 \mapsto \epsilon_2 \mapsto A \) be true, we have \( \{ A \} (s, h') \) be true.

Case (dispose). Assume \( \langle \exists e (e \mapsto e) \rangle \mapsto A \) is true and \( \{ \text{dispose}(e) \} (s, h) \) \( \ni r \). We will show \( r \neq \text{abort} \) and \( \{ A \} \).

Let \( n \) be \( \epsilon_1 \). By the assumption, we have \( h_1, h_2 \) such that \( h = h_1 + h_2 \). \( \exists e (e \mapsto e) \) is true, and \( \{ A \} (s, h_1) \) be true. Hence we have some \( n_1 \) such that \( e \mapsto e \) is true where \( s' = s[x := n_1] \). Since \( \{ e \} \mapsto \epsilon_1 \) is \( n \) by \( x \notin \text{FV}(e) \), \( \text{Dom}(h_1) = \{ n \} \) and \( h_1(n) = n_1 \). Since \( n \in \text{Dom}(h) \), \( r \neq \text{abort} \) and \( r = (s, h_2') \) where \( h_2' = h_1 \text{Dom}(h) - \{ n \} \). Hence \( h_2 = h_2' \). Therefore \[ \{ A \} \) be true. □

**B Proof of Theorem 5.2**

**Proof.** We will show that for all \( A, P, B \), if \( \{ A \} P (B) \) is true, then \( \{ A \} P \) by induction on \( P \). We consider cases according to \( P \).

Case \( \bar{x} := e \). We will show \( A \rightarrow B[x := e] \) is true. Assume \( \epsilon_1 \mapsto e \) be true. We have \( \{ P \} ((s, h)) = (s_1) \) where \( s_1 = s[x := n] \). Since \( \{ A \} P (B) \) is true, \( \{ B \} ((s, h)) \) be true. Since \( \{ B \} ((s, h)) = \{ B[x := e] \} (s, h) \), we have \( \{ B[x := e] \} (s, h) \) be true. Hence \( A \rightarrow B[x := e] \) is true.

By applying (conseq) to \( A \rightarrow B[x := e] \) is true and \( \{ B \} (x := e) \) be true, from (assignment), we have \( \{ A \} P \).

Case (if) (then) \( P_2 \).

We will show \( \{ A \} P_2 (B) \) is true. Assume \( \epsilon_1 \mapsto e \) be true. We have \( \{ P \} ((s, h)) = \{ (s_1) \} \) where \( s_1 = s[x := n] \). Since \( \{ A \} P (B) \) is true, \( \{ B \} ((s, h)) \) be true. Hence \( \{ B \} ((s, h)) = \{ B[x := e] \} ((s, h)) \), we have \( \{ B[x := e] \} ((s, h)) \) be true. Hence \( A \rightarrow B[x := e] \) is true. By induction hypothesis for \( P_1 \) and \( P_2 \), we have \( \{ A \} \) be true and \( \{ B \} \) be true. By (iff), we have \( \{ A \} P (B) \).

Case (while) \( B (P \) be while \( b = B \) and \( C \) be \( W_1 b P \).

We will show \( \{ C \} \) be true. Assume \( \epsilon_1 \mapsto e \) be true. We have \( \{ P \} ((s, h)) = \{ (s, h) \} \). Since \( \{ A \} P (B) \) is true, \( \{ B \} ((s, h)) \) be true. Hence \( \{ C \} \) be true. By definition of \( \{ P \} \), \( \{ P \} ((s, h)) \geq \{ P \} ((s, h)) \).

Since \( \{ C \} \) be true, we have \( \{ P \} ((s, h)) \) be true. Hence \( \{ C \} \) be true. By induction hypothesis for \( P_1 \) and \( P_2 \), we have \( \{ A \} \) be true and \( \{ C \} \) be true. By (conseq), we have \( \{ A \} P \).

Case \( P_1 : P_2 \) Let \( P_1 = P_2 \) and \( C = W_2 P, P \).

By Lemma 6.10.1, \( \{ C \} P (B) \) is true.

We will show \( \{ A \} P_1 (C) \) be true. Assume \( \epsilon_1 \mapsto e \) be true. We have \( \{ P \} ((s, h)) = \{ (s, h) \} \). Since \( \{ A \} P (B) \) is true, \( \{ B \} ((s, h)) \) be true. Hence \( \{ C \} \) be true. By definition of \( \{ P \} \), \( \{ P \} ((s, h)) \geq \{ P \} ((s, h)) \).

Since \( \{ C \} \) be true, we have \( \{ P \} ((s, h)) \) be true. Hence \( \{ A \} P_1 (C) \) be true. By induction hypothesis for \( P_1 \) and \( P_2 \), we have \( \{ A \} \) be true and \( \{ C \} \) be true. By (comp), we have \( \{ A \} P \).

\[ \{ A \} x := \text{cons}(e_1, e_2) \text{. Let } x \notin \text{FV}(e_1, e_2, B, C) \text{ by } x \notin \text{FV}(e_1, e_2), \text{ and } C \text{ be } \{ x' \mapsto e_1, e_2 \mapsto B[x := x'] \}. \]

We will show \( A \rightarrow C \) is true. Assume \( \epsilon_1 \mapsto e \) be true. Let \( n_1 = \{ e_1 \} \) and \( n_2 = \{ e_2 \} \). Fix \( n \). Let \( s' = s[x := n] \).

We will show \( x' \mapsto e_1, e_2 \mapsto B[x := x'] \) be true. Assume \( x' \mapsto e_1, e_2 \mapsto B[x := x'] \) and \( h' \) be \( h_1 \) and \( h_2 \) be \( h' \). We have \( n > 0 \) and \( n, n + 1 \notin \text{Dom}(h) \). Let \( h_1 = \phi[n := n_1, n + 1 := n_2] \). Since \( \{ e_1 \} \) be \( n_1 \) and \( \{ e_2 \} \) be \( n_2 \) by \( x' \notin \text{FV}(e_1, e_2) \), \( h_1 = h_1 + h_2 \). Since \( s_1 = s[x := n] \). Since \( \{ A \} P (B) \) is true, the \( \{ B \} ((s, h_1)) \geq \{ (s_1, h_1) \} \).

Since \( \{ B \} ((s, h_1)) \geq \{ B \} ((s_1, h_1)) \) by \( x' \notin \text{FV}(B) \), we have \( \{ B[x := x'] \} ((s_1, h_1)) \) be true.

Therefore \( x' \mapsto e_1, e_2 \mapsto B[x := x'] \) be true.

Hence \( x' \mapsto e_1, e_2 \mapsto B[x := x'] \) be true for all \( n \). Hence \( \forall x' \mapsto e_1, e_2 \mapsto B[x := x'] \) be true. Hence \( A \rightarrow C \) is true.

Since \( \{ C \} x := \text{cons}(e_1, e_2) \) be true, \( \{ A \} x := \text{cons}(e_1, e_2) \) be true.
Case $x := [e]$. Let $x' \not\in \text{FV}(e,B)$. C be $\exists x'(e \mapsto x' \ast (e \mapsto x' \mapsto B[x := x']))$, and P be $x := [e]$

We will show $A \rightarrow C$ Assume $[A]_{(s,h)} = \text{true}$. We will show $[C]_{(s,h)} = \text{true}$

Let $n$ be $[e]_{s}$. As $\{A\}P\{B\}$ is true, $[P]((s,h)) \not\equiv \text{abort}$. Hence $n \in \text{Dom}(h)$. Let $h(n) = n_{1}$. We have $[P]((s,h)) = \{(s_{1},h_{1})\} \text{ and } [B]_{(s,h)} = \text{true where } s_{1} = [x := n_{1}]$. Let $h_{1} = h_{1}(s_{1})$. We have $h_{1} = h_{1}(s_{1})$. Hence $h_{1} + h_{2} = h$. From $[B]((s_{1} ,h_{1}) = [B[x := x']])((s',h_{1}))$ by $x' \not\in \text{FV}(B)$. and $[B]((s_{1},h_{1}) = \text{true, we have}$

$[B[x := x']]((s',h_{1})) = \text{true. Hence } [e \mapsto x' \mapsto B[x := x']] ((s',h_{1})) = \text{true.}$

Combining these, we have $[e \mapsto x' \ast (e \mapsto x' \mapsto B[x := x']]) ((s',h_{1})) = \text{true.}$ Hence $[C]_{(s,h)} = \text{true.}$ Hence $A \rightarrow C$ is true.

By $(\text{lookup}), \vdash \{C\}P\{B\}$. Since $A \rightarrow C$ is true, by $(\text{conseq})$, we have $\{A\}P\{B\}$.

Case $[e_{1}] := e_{2}$. Let $x \not\in \text{FV}(e_{1})$. P be $[e_{1}] := e_{2}$, and $C$ be $\exists x(e_{1} \mapsto x) \ast (e_{1} \mapsto e_{2} \mapsto B)$. We will show $A \rightarrow C$ is true. Assume $[A]_{(s,h)} = \text{true}$. We will show $[C]_{(s,h)} = \text{true. Let } n_{1} = [e_{1}]_{s} \text{ and } n_{2} = [e_{2}]_{s}$. Since $\{A\}P\{B\}$ is true, $[P]((s,h)) \not\equiv \text{abort}$. Hence $n_{1} \in \text{Dom}(h)$. Then $\{P\}((s,h)) = \{(s_{1},h_{1})\}$ and $[B]_{(s,h)} = \text{true where } h_{1} = h_{1}(s_{1})$. Let $h_{2} = h_{1}(n_{1}) \text{ and } h_{3} = h_{1}(h_{1}(n_{1}))$. We have $h_{2} = h_{2}$, $h_{3} = h_{3} \text{ where } s' = [x := n_{1}]$. Since $[e_{1}]_{s'} = [e_{1}]_{s}, \text{by } x \not\in \text{FV}(e_{1})$, we have $[e_{1} \mapsto x]((s',h_{3})) = \text{true.}$ Hence $\exists x(e_{1} \mapsto x)((s',h_{3})) = \text{true.}$

We will show $[e_{1} \mapsto e_{2} \mapsto B]((s',h_{3})) = \text{true. Assume } [e_{1} \mapsto e_{2}((s',h_{3})) = \text{true and } h_{2} + h_{3} = h_{1}$. Since $[B]((s_{h_{1}},h_{1}) = \text{true, we have } [B]((s_{h_{1}},h_{1})) = \text{true.}$ Hence $[e_{1} \mapsto e_{2}((s',h_{3})) = \text{true for all } h_{2}'$. Hence $[e_{1} \mapsto e_{2} \mapsto B]((s',h_{3})) = \text{true.}$

Combining these, we have $[C]_{(s,h)} = \text{true. Hence } A \rightarrow C$ is true.

By $(\text{mutation}), \vdash \{C\}P\{B\}$. Since $A \rightarrow C$ is true, by $(\text{conseq})$, we have $\{A\}P\{B\}$.

Case $(\text{dispose})$. Let $x \not\in \text{FV}(e,C) \text{ be } \exists x(e \mapsto x) \ast B$, and $P$ be dispose(e).

We will show $A \rightarrow C$ is true. Assume $[A]_{(s,h)} = \text{true}$. We will show $[C]_{(s,h)} = \text{true. Let } n = [e]_{s}$. Since $\{A\}P\{B\}$ is true, $[P]((s,h)) \not\equiv \text{abort}$. Hence $n \in \text{Dom}(h)$. Hence $\{P\}((s,h)) = \{(s_{1},h_{1})\}$ and $[B]_{(s,h)} = \text{true where } h_{1} = h_{1}(s_{1})$. Let $n_{1} = h(n)$. We have $h_{1} = h_{1}(n_{1})$. Hence $h_{2} + h_{3} = h_{1}$. Since $[e]_{s'} = [e]_{s}$, $\text{by } x \not\in \text{FV}(e)$, we have $[e \mapsto x]((s',h_{2})) = \text{true.}$ Hence $\exists x(e \mapsto x)((s',h_{2})) = \text{true.}$ Hence $[C]_{(s,h)} = \text{true. Hence } A \rightarrow C$ is true.

By $(\text{dispose}), \vdash \{C\}P\{B\}$. Since $\{A\}P\{B\}$. □

C Proof of Lemma 6.6

Proof. $(1)$ This is similarly proved to $(2)$.

$(2)$ The left-hand side is equivalent to $\forall s(\exists x(\text{Store}_{x}(n) \land A))s = \text{true.}$ It is equivalent to $\exists s(\text{Store}_{x}(n) \land A)_{s} = \text{true.}$ Hence it is equivalent to $\exists s(\text{Store}_{x}(n))_{s} = \text{true} \land [A]_{s} = \text{true.}$ Since $\text{Store}_{x}(n))_{s}$ is true is equivalent to $\text{Store}_{x}(n)_{s}$, we have the claim.

$(3)$ We suppose Heapcode$(m,h)$. We will show $[\text{HEvalA}(m)_{s}]_{s} = \text{true} \mapsto [A]_{(s,h)} = \text{true by induction on } A$. We consider cases according to $A$.

Case $A$ is a base formula. We have $\text{HEvalA}(m) = A$ and the claim holds.

Case $A$ is $\text{emp}$. We have $\text{HEvalA}(m) = \neg \exists y \text{ Lookup}(m,x,y)$. Since $[\text{emp}]_{(s,h)} = \text{true, Dom}(h) = \phi$, and \neg \exists y \text{ Lookup}(m,x,y) are the claim.

Case $A = e_{1} \mapsto e_{2}$. Let $k_{1}$ be $[e_{1}]_{s}$. All of $[\text{HEvalA}(m)]_{s} = \text{true, } \forall k_{1}'k_{2}'(\exists m_{1}m_{2}(m = m_{1} \cdot ((k_{1}',k_{2}')) \cdot m_{2} \land k_{1}' > 0) \mapsto k_{1}' = k_{1} \land k_{2}' = k_{2}), h = \phi[k_{1} := k_{2}], \text{ and } [A]_{(s,h)} = \text{true are equivalent. Hence the claim holds.}$

Case $A = A_{1} \ast A_{2}$.

From the left-hand side to the right-hand side. Assume $[\text{HEvalA}(m)]_{s} = \text{true. We will show } [A]_{(s,h)} = \text{true. We have } [\text{HEvalA}(m)]_{s} = \text{true, there are } h_{1},h_{2} \text{ such that } h = h_{1} + h_{2} \text{ and } [A]_{(s,h)} = \text{true. We have } m_{1},m_{2} \text{ such that Heapcode}(m_{1},h_{1}). Then separate } m_{1},m_{2} \text{ by induction hypothesis for } A_{1}, \text{ we have } [\text{HEvalA}(m_{1})]_{s} = \text{true. Hence } [\text{HEvalA}(m)]_{s} = \text{true by taking } y_{1} = m_{1} \text{ and } y_{2} = m_{2}.$

Case $A = A_{1} \mapsto A_{2}$.

From the left-hand side to the right-hand side. Assume $[\text{HEvalA}(m)]_{s} = \text{true. We will show } [A]_{(s,h)} = \text{true. Assume } [A_{1}]_{(s,h_{1})} = \text{true and } h + h_{1} exists. \text{ We will show } [A_{2}]_{(s,h+h_{1})}$. We have $m_{1},m_{2}$ such that...
Heapcode($m_2, h_1$), Heapcode($m_1, h + h_1$). By induction hypothesis for $A_1$, we have $[\text{HEval}_{A_1}(m_2)]_s = true$. We also have Heapcode($m_1, m, m_2$). From the assumption, we have $[\text{HEval}_{A_2}(m_1)]_s = true$. By induction hypothesis for $A_2$, we have $[\text{HEval}_{A_2}(s, h + h_1)]_s = true$.

From the right-hand side to the left-hand side. Assume $[\text{HEval}_{A_1}(m_2)]_s = true$. We will show $[\text{HEval}_{A_1}(m_2)]_s = true$. Fix $m_1, m_2$ and assume $[\text{HEval}_{A_1}(m_2) \land \text{Separate}(m_1, m, m_2)]_s = true$. We will show $[\text{HEval}_{A_1}(m_1)]_s = true$. We have $h_1, h_2$ such that Heapcode($m_1, h_1$), Heapcode($m_2, h_2$). Then $h_1 = h + h_2$. By induction hypothesis for $A_1$, we have $[\text{HEval}_{A_1}(s, h_1)]_s = true$. From the assumption, we have $[\text{HEval}_{A_1}(s, h_1)]_s = true$. By induction hypothesis for $A_2$, we have $[\text{HEval}_{A_2}(s, h_1)]_s = true$.

Cases $A = \neg A_1, A_1 \land A_2, A_1 \lor A_2, A_1 \rightarrow A_2, \forall x A_1, \exists x A_1$ are proved straightforwardly by using induction hypothesis.

(4) The right-hand side is equivalent to $\exists h(\text{Heapcode}(m, h) \land \exists s(\text{Storecode}_{\overline{P}}(n, s) \land [\text{HEval}_{A_1}(m)]_s = true)).$ Since $[\text{HEval}_{A_1}(m)]_s = [\text{HEval}_{A_1}(m)]_s$, under Heapcode($m, h$) by (3), it is equivalent to $\exists h(\text{Heapcode}(m, h) \land \exists s(\text{Storecode}_{\overline{P}}(n, s) \land [\text{HEval}_{A_1}(m)]_s = true)).$ Hence $\exists h(\text{Storecode}_{\overline{P}}(n, s) \land [\text{HEval}_{A_1}(m)]_s = true).$ Since (2) shows $\text{BEval}_{\text{HEval}_{A_1}(m)}(n)$ is equivalent to $\exists s(\text{Storecode}_{\overline{P}}(n, s) \land [\text{HEval}_{A_1}(m)]_s = true)$, it is equivalent to $\text{BEval}_{\text{HEval}_{A_1}(m), \overline{P}}(n)$, that is, $\exists \overline{P}(n) \land [\text{HEval}_{A_1}(m)]_s$, which is the left-hand side by the definition of $\text{Eval}_{A_1, \overline{P}}$.

(5) By induction on $P$. □

**D Proof of Lemma 6.10**

Proof. (1) Assume $[\text{WF}_{A, \overline{P}}(\overline{x})]((s, h)) = true$ and $[\overline{P}]((s, h)) \supseteq r$. We will show $r \neq abort$ and $[A]_s = true$. We have $n_1, n_2, n$ and $m$ such that Result$_{\overline{P}}(n_1, (s, h)), $ Result$_{\overline{P}}(n_2, r)$, and Pair$_{\overline{P}}(n_1, n, m)$. We have $[\text{Store}_{\overline{P}}(n)]((s, h)) = true$, $[\text{Heap}_{\overline{P}}(m)]((s, h)) = true$, $[\text{Store}_{\overline{P}}(n, s) \land [\text{HEval}_{A_1}(m)]_s = true)$. We will show $\exists r_1, r_2(\text{Result}_{\overline{P}}(n_1, r_1) \land [\overline{P}]((r_1) \supseteq r_2 \land \text{Result}_{\overline{P}}(n_2, r_2)))$. It is proved by taking $r_1 = (s, h)$ and $r_2 = r$. Therefore, by Lemma 6.6 (5), $\text{Exec}_{\overline{P}}(n_1, n_2)$ is true.

By letting $x = n, y = n, z = n, w = n_2$ in the definition of $\text{WF}_{P, A}(\overline{x})$, we have $n_2 > 0 \land \exists y z_1(\text{Pair}_{\overline{P}}(n_2, y, z_1) \land \text{Eval}_{A, \overline{P}}(y, z_1))$. By $n_2 > 0, r \neq abort$. Let $r = (s_1, h_1)$. We have $n_2, m'$ such that Pair$_{\overline{P}}(n_2, n', m')$ and Eval$_{\overline{P}}(n', m')$ is true. By Lemma 6.6 (4), we have $s_1' = m', h_1$ such that Storecode$_{\overline{P}}(n', s_1') \land \text{Heapcode}(m', h_1') \land [\text{HEval}_{A_1}(m', h_1')] = true$. Since Storecode$_{\overline{P}}(n', s_1)$ and Heapcode($m', h_1$), we have $s_1' = s_1$ and $h_1' = h_1$. Hence $[\text{HEval}_{A_1}(s_1, h_1)]_s = true$, that is, $[A]_s = true$.

(2) Assume $\forall r([\overline{P}]((s, h)) \supseteq r$ implies $r \neq abort \land [A]_s = true)$. We will show $[\text{WF}_{P, A}(\overline{x})]((s, h)) = true$. Fix $n, m, n_1, n_2$ and assume $\text{Store}_{\overline{P}}(n), \text{Heap}_{\overline{P}}(m), \text{Pair}_{\overline{P}}(n_1, n, m)$, and $\text{Exec}_{\overline{P}}(n_1, n_2)$ are true at $(s, h)$. We will show $n_2 > 0$ and $\exists y z_1(\text{Pair}_{\overline{P}}(n_2, y, z_1) \land \text{Eval}_{A, \overline{P}}(y, z_1))$.

We have Result$_{\overline{P}}(n_1, (s, h))$. By Lemma 6.6 (5) with $\text{Exec}_{\overline{P}}(n_1, n_2)$, we have $r_1', r_2'$ such that Result$_{\overline{P}}(n_1, r_1') \land [\overline{P}]((r_1') \supseteq r_2' \land \text{Result}_{\overline{P}}(n_2, r_2'))$. By Result$_{\overline{P}}(n_1, (s, h))$, we have $s'$ such that $r_1' = (s', h)$ and $s = s'$ and $s'$. If $r_2'$ is abort, by Lemma 6.9 (1), $[\overline{P}]((s, h)) \supseteq abort$, which contradicts the assumption. Hence $r_2' \neq abort$. Let $(s_2', h_2)$ be $r_2'$. By Lemma 6.9 (2), $[\overline{P}]((s, h)) \supseteq (s_2, h_2)$ where $s_2' = \text{Eval}_{\overline{P}}(s, h_2)$. By the assumption, we have $[A]((s_2, h_2)) = true$. We have $s_2' = s_2$ since for all $y \in \overline{x} \rightarrow \text{Eval}_{\overline{P}}(s, h_2) = s_2$. Hence $[\text{HEval}_{A_1}(s_2, h_2)]_s = true$. We have $n', m'$ such that Pair$_{\overline{P}}(n_2, n', m')$. Then Storecode$_{\overline{P}}(n', s_1')$ and Heapcode($m', h_1'$). Since the right-hand side of Lemma 6.6 (4) holds by letting $s = s_2' and h = h_2$, we have Eval$_{A, \overline{P}}(n', m')$. Hence $\exists y z_1(\text{Pair}_{\overline{P}}(n_2, y, z_1) \land \text{Eval}_{A, \overline{P}}(y, z_1))$ by taking $y = n'$ and $z_1 = m'$.

Therefore $\forall y z w(\text{Store}_{\overline{P}}(x, y) \land \text{Eval}_{\overline{P}}(y, z) \land \text{Exec}_{\overline{P}}(z, w) \rightarrow w > 0 \land \exists y z_1(\text{Pair}_{\overline{P}}(w, y, z_1) \land \text{Eval}_{A, \overline{P}}(y, z_1)))$ is true at $(s, h)$, that is, $[\text{WF}_{P, A}(\overline{x})]((s, h)) = true$.

(3) Assume $[A]((s, h)) = true$. We will show $[\text{WF}_{P, A}(\overline{x})]((s, h)) = true$.

Assume $[\overline{P}]((s, h)) \supseteq r$. Since $[A] \overline{P}((s, h)) = true, r \neq abort$ and $[A]_s = true$. By (2), we have $[\text{WF}_{P, A}(\overline{x})]((s, h)) = true$.

Hence $A \rightarrow \text{WF}_{P, B}(\overline{x})$ is true. □