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Abstract. Orthographic varieties are common in the Japanese language, and 
represent a serious problem for Japanese information retrieval (IR), as IR 
systems run the risk of missing documents that contain variant forms of the 
search term. We propose two different strategies for handling orthographic 
varieties: pronunciation or yomi-based indexing and “Fuzzy Querying”, 
comparing katakana terms based on edit distance. Both strategies were 
integrated into our multiple index and fusion system, and tested using two 
different test collections, newspaper articles (Mainichi Shimbun ’98) and 
scientific abstracts (NTCIR-1), to compare their performance across text genres. 
The fusion of the results obtained with a bi-gram-based, a word-based, and the 
additional yomi-based index was found to improve precision significantly for 
the NTCIR-1 collection, but only slightly for the Mainichi Shimbun ’98 
collection. Adding Fuzzy Querying as a fourth system and merging the results 
led to a further, but not significant, improvement in precision. 

1 Introduction 

This work is part of a project that aims to integrate Japanese language support into the Multiple 
Indexing for Dynamic Method-Object-Relation in Information Retrieval (MIMOR) framework 
[1, 2]. MIMOR adopts a multiple indexing and fusion approach to take advantage of the 
best-performing technologies to achieve optimum retrieval results. To address the challenges 
presented by automatic handling of orthographic varieties, we experimented with the fusion of 
a yomi- or pronunciation-based index in addition to word- and bi-gram-based indices. Further, 
we applied “Fuzzy Querying” for katakana terms as a strategy for coping with katakana 
variants. Fuzzy Querying matches terms similar to a specified term. The similarity between 
terms in the index and a specified target term is determined using the Levenshtein distance 
algorithm, normalized by the term length. 
 
Building on previous experiments that evaluated the effectiveness of a yomi- or 
pronunciation-based index for Japanese IR within a multiple index and fusion system [3], we 
carried out comparative experiments using different document genres in order to determine the 
performance of our approach across text domains. The test corpora used were newspaper 
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articles and scientific abstracts. Because a yomi-based index should help to compensate for 
orthographic variety within a text corpus, we expected the tested methods to be more effective 
using the collection of scientific abstracts, which is far more heterogeneous than the 
standardized newspaper corpus. The basic retrieval engine of our system is Lucene 
(http://lucene.apache.org). 

2 Background 

2.1 Orthographic Variety in the Japanese Language 

A serious problem in Japanese IR, although rarely discussed outside the major difficulty of 
correct word segmentation and the resulting challenges for indexing, is the high degree of 
orthographic variety in the Japanese language. Owing to the combined usage of four different 
scripts within one writing system (kanji, hiragana, katakana, and Roman characters), many 
words can be written in a variety of ways. Traditional IR systems, which compare terms 
according to their written representation, run the risk of missing documents that contain variant 
forms of search terms. In this paper, we will provide an overview of the most frequent types of 
orthographic variation and discuss their impact on information retrieval. A comprehensive 
overview of the types of orthographic variety can be found in Halpern [4]. 
 
Cross-script variants. Although each of the four scripts used in Japanese has its own, 
well-defined function, cross-script variation is frequent, and often unpredictable. The same 
word may be written in hiragana, katakana, rōmaji or kanji, or even in a mixture of two scripts. 
Sometimes, an unusual script is chosen for certain words for stylistic reasons, to catch the 
reader’s attention or to add an emotional component. Table 1 shows the most frequent 
cross-script variation patterns. 

Table 1. Examples of cross-script variants (see Refs [4] and [5]). 
Type Variants English 
Kanji vs. hiragana 大勢  おおぜい many; crowd; large 

number of people 
Kanji vs. katakana 硫黄  イオウ sulfur 
Kanji vs. hiragana vs. katakana 猫  ねこ  ネコ cat 
Katakana vs. rōmaji キログラム  ｋｇ kg 
Katakana vs. hybrid ワイシャツ  Y シャツ shirt (trans. = white shirt); 

business shirt 
Kanji vs. katakana vs. hybrid 皮膚  ヒフ  皮フ skin 
Kanji vs. hybrid 彗星  すい星 comet 
Hiragana vs. katakana ぴかぴか  ピカピカ glitter; sparkle 

 
Okurigana variants. Okurigana are the hiragana used for grammatical endings. Since the 
Japanese adopted Chinese characters to frame their own written language, it is not always clear 
how much of a Chinese character is considered to represent the word stem, and what is 
considered to be an ending to be written in hiragana. In many cases, the actual ending and also 
a part of the stem is written in kana. Variants occur in the number of syllables expressed in 
hiragana. An extreme example is the verb “to express”. Besides its standard form, 書き表す, it 
can also be written as 書き表わす, 書表わす, or 書表す. 
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Hiragana variants. Although hiragana orthography is generally regular, there are some 
irregularities, mainly owing to evolution in the orthographic rules over time. 

Kanji variants. Although the Japanese writing system underwent major reforms in 1946 and 
1981, and the character forms have now been standardized, there are still a significant number 
of variants in common use. Frequently used and complex Chinese characters have been 
simplified over time, sometimes in several ways. Their traditional forms also continue to exist, 
especially in proper nouns and classical works. 

Phonetic substitutes. There are a large number of orthographic variants in Japanese, based on 
the principle of “phonetic substitution”. In some cases, two characters are interchangeable in 
certain compounds. The original character and its phonetic replacement share the same reading, 
and often are similar in meaning. 

Katakana variants. In recent years, there has been a sharp increase in the use of katakana, the 
script employed for writing loanwords, especially in technical terminology. As a modern and 
living language, Japanese is constantly evolving, producing new expressions for new concepts. 
These are very often adaptations of foreign, mostly English, terms. Unfortunately, the resulting 
katakana orthography is often irregular. Since katakana syllabary is used to transcribe the 
phonetic structure of foreign words, the orthography often depends on the interpretation of the 
correct pronunciation, which may vary from person to person [6]. 
 
In transcribing European words into Japanese, the nearest Japanese sound is chosen as a 
substitute for any sound not available in Japanese. Compared to European languages, the 
Japanese sound system is simpler, with only a small number of different sounds; thus, the 
Japanese rendition of foreign words is often very approximate [6]. Table 2 lists some examples 
of katakana variations. 

Table 2. Katakana variants (see Ref [5]). 
English Reading Standard Variants 
Computer Konpyuuta or 

konpyuutaa 
コンピュータ コンピューター 

Online Onrain オンライン オン・ライン 
Eye shadow Aishadoo アイシャドー アイシャドウ 
Maid Meedo メード メイド 
Diesel Diizeru or 

jiizeru 
ディゼル ジーゼル 

ヂーゼル 
Jerusalem Erusaremu エルサレム イェルサレム 

 
One possible solution for the automatic handling of orthographic variety would be a 
comprehensive dictionary of all variant forms along with an algorithm that performs a simple 
table-lookup and normalization of all variant forms to a base form. This solution, a 
lexicon-based disambiguation, is also suggested by Halpern [4, 5]. However, such a dictionary 
is costly to compile, and requires constant maintenance, as the language is evolving quickly. 
Therefore, we argue that a more flexible strategy for automatic handling of orthographic 
varieties is needed. 
 
From the information retrieval point of view, we can classify orthographic varieties in Japanese 
into two groups: 
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1. Variants originating from a different written representation of the same phoneme (cross-script 

variants, okurigana variants, hiragana variants, kanji variants, and phonetic substitutes). 
2. Variants originating from a different interpretation of the sound structure to be represented 

(katakana variants). 
 
Variants in the first group share the same pronunciation. This fact can be exploited for 
information retrieval, if the terms are matched using their pronunciation instead of their written 
representation. Variants of the second group need a different treatment. When foreign words 
are transcribed into katakana, the nearest Japanese sound substitutes for any sound not available 
in Japanese. There are only a limited number of ambiguous cases, where there is more than one 
transcription of a foreign sound (e.g., キ /ki/ and ク /ku/ for the rendering of the English 
sound /ik/ as in “cake”). Consequently, katakana variants still share most syllables, and only 
differ in minor aspects (i.e., one or two characters). We supposed that Fuzzy Querying, a 
technique that matches terms based on their editing distance, may be an effective means of 
retrieving documents that contain katakana variants of a search term. 

2.2 Yomi-Based Indexing 

Yomi-, or pronunciation-based, indexing is not a new strategy for use in Japanese IR. In 
contrast, it is a rather old technique, which used to be employed before the introduction of 
double-byte processing on computers, when information processing systems used the katakana 
syllabary to represent Japanese text phonetically. The yomi-based index has been abandoned 
since the introduction of double-byte character handling, as the Japanese language is very rich 
in homophones, which are kept apart through the use of the ideographic kanji characters in 
written language. A phonetic transcription of Japanese lacks this information, and can therefore 
be very ambiguous at times. Whereas human readers may be able to infer the meaning of any 
ambiguous words from the textual context, an information retrieval system is unable to process 
data in this fashion, which can result in a large decrease in precision. 
 
However, a yomi-based index may be valuable in combination with other index types, 
especially for the handling of orthographic varieties. The advantage of a pronunciation-based 
index is that it is independent from the orthography or written form of a word and therefore 
insensitive to orthographic variants (e.g., okurigana, kanji, or kana variants). Therefore, even if 
the effectiveness of a purely yomi-based index is questionable owing to the large number of 
homophones in the Japanese language, it may prove effective in combination with other 
indexing approaches for the handling of orthographic variants. 

2.3 Fuzzy Querying for Katakana Terms 

We used the open source IR library Lucene as our basic retrieval engine, which is written in 
Java and licensed by Apache Software (http://lucene.apache.org/). Lucene offers a query option 
denoted as “FuzzyQuery”, which matches terms similar to a specified term. If a query term is 
defined as “fuzzy”, the similarity between terms in the index and a specified target term is 
determined using the Levenshtein distance algorithm. The edit distance affects the scoring, 
such that terms with lower edit distances are scored higher. Equation 1 shows how the 
FuzzyQuery distance is calculated [7]. The variable “targetlen” refers to the length of the target 
term. 
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Since the calculation of fuzzy matches takes some time, the FuzzyQuery option needs to be 
employed with care. We decided to use it only for katakana terms to determine if it could prove 
helpful for the handling of katakana variants. We implemented Fuzzy Querying with a 
word-based index, and added it to our fusion approach as a fourth system besides the basic 
n-gram-, word-, and yomi-based systems. 

2.4 The MIMOR Framework 

MIMOR adopts a multiple indexing and fusion approach, combining the best-performing 
retrieval strategies to achieve an optimum retrieval result [1, 2]. The MIMOR model was 
originally inspired by the main outcomes of the Text Retrieval Conferences (TREC) 
(http://trec.nist.gov/), where it was found that many information retrieval systems perform 
similarly well in terms of their recall and precision, but do not lead to the retrieval of the same 
sets of documents. Multiple indexing and fusion approaches try to profit from these findings to 
gain access to a greater share of relevant documents through the integration of several 
approaches. 
 
From a computational point of view, MIMOR is designed to act as a linear combination of the 
results of different retrieval systems or approaches [8]. The contribution of each system is 
controlled by a weight for that system. Relevance feedback is used to gradually optimize the 
fusion parameters, e.g. the weights of the individual indices for the fusion of the result lists. 
Figure 1 illustrates this learning process. 
 
Figure 1. Fusion and learning in MIMOR. Systems A to D correspond to the three indexing 
strategies (bi-gram-based, word-based, and yomi-based), along with Fuzzy Querying. 

 

2.5 Fusion in Japanese IR 

Similar to the findings of TREC, the evaluations of the NTCIR Workshop series have not 
produced a clearly superior system, but rather, show systems performing equally well using 
very different indexing approaches. The two basic approaches used were word-based indexing, 
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which requires Natural Language Processing (NLP) techniques, and n-gram indexing, which is 
language independent. Both strategies led to similar results, but their effectiveness varied 
case-by-case [9, 10]. To take maximum advantage of the strengths of the individual approaches, 
while at the same time minimizing their disadvantages, a number of enhanced approaches have 
been suggested. Among these are the “combination of evidence”, or fusion approaches. These 
approaches merge the result lists obtained using more than one index type, usually by coupling 
word-based and n-gram-based indices. The results show that ranking documents based on a 
multiple index search is a promising strategy in Japanese information retrieval [11, 12, 13]. 
 
Jones et al. [11] used a combination of evidence techniques combining word-based and 
character-based indexing, and found that the use of a combination showed marginally better 
results. Sakai et al. [12] employed character-based and morpheme-based matching to avoid 
matching problems caused by nonexplicit word boundaries. Vines and Wilkinson [13] tried 
several different indexing strategies (e.g., character-based, word-based, and bi-gram-based with 
unsegmented English strings), and subsequently combined the two best approaches: words 
without English, and bi-grams without English. The document score was calculated using the 
simple formula of simnew = 0.5·sim1 + 0.5·sim2. This combination of evidence approach 
produced a further improvement on average of 1.2 percentage points.  

3 Methods 

3.1 Test Collections 

Our experiments were carried out using two different test collections to compare the 
effectiveness of our approach across text genres. We chose part of the NTCIR-4 collection, the 
Mainichi Shimbun articles from 1998, as an example of a rather standardized collection. Major 
news companies, including Mainichi Shimbun, have strict usage guidelines concerning 
vocabulary and orthography for contributors. The second test corpus used was the NTCIR-1 
collection of scientific abstracts. About half the documents were from the fields of electronic 
engineering and computer sciences, where new concepts are created frequently and rapidly, and 
the terminology is mostly borrowed from English. The frequency of katakana terms was 
therefore much higher than in the newspaper test collection (14.5% in the NTCIR-1 collection 
versus 10.0% in the Mainichi ’98 collection). Additionally, we expected more variation in 
vocabulary and orthography in this collection because of the heterogeneity of the authorship. 
 
Search requests were generated from all fields of the topic descriptions, e.g. title, description, 
narrative, and concept. For the experiments using the newspaper genre, we used the 46 
NTCIR-4 topics with more than five relevant documents in the Mainichi ’98 collection. For the 
experiments using the NTCIR-1 collection, we used the official test Topics 31 to 83. The 
calculation of the average precision for each run was based on the relaxed relevance judgments 
provided by the NTCIR-1 and NTCIR-4 workshops, respectively. 

3.2 Indices 

Three different indices were created: a bi-gram-based index, a word-based index, and a 
yomi-based index. For the bi-gram-based index, the hiragana characters were discarded, the 
katakana and roman character strings were left in their original forms, and the kanji character 
strings were divided into overlapping bi-grams. The morphological analysis for the word- and 
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yomi-based indices was carried out using the Japanese morphological analyzer ChaSen 
(http://chasen.aist-nara.ac.jp/hiki/ChaSen/). Out-of-vocabulary words, i.e. words not recognized 
by ChaSen, were divided into bi-grams. This can be called a hybrid approach [14, 15]. For the 
yomi-based index, in the case of more than one suggested reading for a term, the readings were 
indexed as separate terms (e.g., ナマモノ and セイブツ for 生物). This led to more single 
tokens compared to the word-based index (see Table 3). The low number of yomi types 
compared to the number of word types reflects the abundance of homophones in the Japanese 
language, and hints at a possible loss in precision.

Table 3. Number of index terms. 
 Mainichi ’98 NTCIR-1  
Word 184,657 113,542 
Yomi 149,454 94,928 
N-gram 513,118 910,893 

Table 4. Index sizes. 
 Mainichi ‘98 

(146 MB) 
NTCIR-1 
(311 MB) 

Word 356 MB 628 MB 
Yomi 390 MB 706 MB 
N-gram 355 MB 649 MB 

 
 
A stoplist for each individual index was created determining the 100 most frequent index terms 
and we decided heuristically which of those terms should be discarded. In the case of the 
scientific abstracts collection, we decided to discard terms such as 研究 (research), 方法 
(method), 実 験  (experiment), 検 討  (investigation, study), 結 果  (result), and 目 的 
(purpose), which act as structure words, and are to be found in practically every scientific 
document. Similarly, we discarded terms such as 記事 (article) and 問題 (problem) for 
queries within the news domain. The yomi stoplist contained some equivalents of typical stop 
terms that were also to be found in the word-based stop list, such as モノ (thing), as well as the 
numerals 0 (レイ、ゼロ) to 9 (キュウ), and a number of individual syllables. 

3.3 Fusion Strategy 

To determine the influence of the yomi-based index on the retrieval effectiveness, we carried 
out experiments using a triple index: word-based, bi-gram-based, and yomi-based, and added 
Fuzzy Querying as a fourth system. After initial test runs to determine the performance of the 
individual systems, we adapted their weights manually to obtain an optimum fusion result. The 
fusion strategy we adopted was Z-Score, which was successfully employed by Savoy [16] in 
the NTCIR-4 data, and yielded the best results in our earlier study [3]. 
 
Z-score fusion allows for a normalized linear combination of the search results. The 
contribution of the individual systems is controlled using a weight represented by the parameter 
α (see Equation 2). 
 


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k
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Stdev
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i

ii
i −
=δ

 
(2) 

 
Key: RSV stands for “Retrieval Status Value”, i.e., the score assigned to a retrieved document 
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4 Results 

4.1 Performance of the Individual Systems 

In a first step, we evaluated the performance of our four individual systems for both document 
collections. Table 5 shows the mean average precision (MAP) per system. 

Table 5. The MAP obtained using the individual systems. 
 Mainichi ’98 NTCIR-1 

Yomi-based index 0.3707 0.2776 
Word-based index 0.3634 0.2775 
N-gram-based 
index 

0.3819 0.3072 

Fuzzyword 
querying 

0.3572 0.2392 

 
The marked difference in retrieval performance across the two collections is probably owing to 
the fact that our system had originally been designed to handle newspaper articles. However, 
we can observe the same order of performance for the four individual systems. The 
best-performing system in both cases was the bi-gram-based approach. 
 
Surprisingly, the yomi-based approach slightly outperformed the word-based approach for both 
collections. We were able to improve the performance considerably when comparing these 
results with the data we obtained in our former analysis of yomi-based indexing using the 
Mainichi ’98 collection [3]. This is owing to two adaptations: 
 

1  an improved handling of numbers, as ChaSen was set to concatenate numerals; and 
2  stopword filtering of the most frequent terms. 

 
Fuzzy Querying clearly performs the worst. However, Figures 2 and 3 show that there are a 
number of cases where Fuzzy Querying outperformed the other approaches. An analysis of 
Topic 54 (marked with a circle in Figure 3), for example, revealed that one of the katakana 
query terms was ファイバ (faiba = fiber). However, the index contained only its variant ファイ

バー (faibaa). The variant was contained in 407 abstracts, 96 titles, and 203 keyword fields, 
while not a single document contained the original search term. 
 
Figures 4 and 5 show the recall/precision curves of the individual systems. Interestingly, the 
yomi-based indexing performed best for high recall values using the Mainichi ’98 collection. 
For the NTCIR-1 collection, the n-gram-index system performed best for all recall values. 
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Figure 2. Average precision per topic using the Mainichi ’98 collection. 
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Figure 3. Average precision per topic using the NTCIR-1 collection. 
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Figure 4. Recall/precision curves of the individual systems (Mainichi ’98 collection) 
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Figure 5. Recall/precision curves of the individual systems (NTCIR-1 collection). 
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4.2 Performance of Fusion Runs 

For our fusion experiments, we first carried out a test run, assigning the same basic weight of 
unity to each of the indices. We then manually tuned the weights, using the heuristic that 
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indices that performed better in the single runs should be assigned a higher weight. It turned out 
however, that the best performance for both test collections was yielded by the non-tuned runs. 
Tables 6 and 7 show the percentage improvement reached in the fusion runs. As a baseline for 
the comparisons, we chose to use the results of the best single run, which was the 
bi-gram-based system, with an average precision of 0.3072 using the NTCIR-1 collection, and 
of 0.3819 using the Mainichi ’98 collection. Comparing the fusion runs with the best single run 
helps to see how much increase in retrieval performance can be achieved with fusion at the cost 
of having several indices and taking longer time for query processing. 
 
Table 6. The MAP of the fusion runs (NTCIR-1 collection). 

Weight 

N-gram Word Yomi 
Fuzzy 
word Avg. Precision 

% improvement 
from the single 
n-gram-based run 

1 1 0 0 0.3094 0.71 
1 1 1 0 0.3276* 6.64 
3 1 1 0 0.3193* 3.93 
2 1 1 0 0.3230* 5.14 
1 1 1 1 0.3278* 6.69 
3 3 3 2 0.3278* 6.68 

Key: * = statistically significant compared to the performance of the single bi-gram-based system 
(T-Test, confidence level = 95%). 

Table 7. The MAP of the fusion runs (Mainichi ’98 collection). 
Weight 

N-gram Word Yomi 
Fuzzy 
word Avg. Precision 

% improvement 
from the single 
n-gram-based run 

1 1 0 0 0.3798 –0.56 
1 1 1 0 0.3947 3.35 
3 1 2 0 0.3910 2.38 
2 1 1 0 0.3899 2.11 
1 1 1 1 0.3953 3.50 
3 3 3 2 0.3952 3.50 

 
The results show that the additional yomi-based index leads to a significant improvement in 
retrieval effectiveness over the single bi-gram-based index using the NTCIR-1 collection of 
scientific abstracts. It also led to an increase in the MAP using the Mainichi ’98 collection. 
However, this increase was not significant. The precision can be improved further by adding 
Fuzzy Querying as a fourth system. 

5 Discussion 

We tested two strategies for the handling of orthographic varieties in Japanese: yomi-based 
indexing, and Fuzzy Querying. Integrating a yomi-based index system and merging the results 
obtained with a bi-gram-based, a word-based, and the yomi-based system led to a significant 
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improvement in precision for the NTCIR-1 collection of scientific abstracts, and to a slight 
improvement in precision for the Mainichi Shimbun ’98 collection. Fuzzy Querying was not 
effective as a single approach. However, it led to a minor improvement of precision within our 
fusion system. 
 
So far, we have made use of an inbuilt function of the Lucene search engine for Fuzzy 
Querying. There is, however, room for an improvement in the algorithm. At the moment, all 
letter pairs are considered as being equally different in the calculation of the editing distance. 
However, as can be seen from Table 2, there are only a limited number of error patterns that 
can lead to differences in spelling. Confusion only occurs when there is more than one 
transcription of a foreign sound. Consequently, there are pairs of letters that are more likely to 
be confounded (e.g., キ (/ki/) and ク (/ku/) for the rendering of the English sound /ik/ as in 
“cake”), and letters that are more likely to be added or omitted (such as the maguro “ー”, or 
certain vowels for the indication of a long sound). 
 
An improved Fuzzy Query algorithm should take these characteristics into account. This could 
be effected by a simple table listing the similarity between two syllables, and only the limited 
number of typical error patterns would need to be defined. This approach is comparable to the 
transliteration approach adopted for English/katakana transliteration [17, 18]. 
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